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ABSTRACT

The investigation into the summation of two polynalsof the same degree under special given conditi
results in a polynomial whose solutions follow dt¢a that can be easily predicted. In this stildg,theory
of such polynomials is developed for examinatiothefintegral parts of Riemann’s works. The analieads
to a theorem that governs the solutions underinectanditions and applying this theorem to the exizal
form of the Riemann-Eta function generates expoessihat show why the Riemann hypothesis may lge tru
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1. INTRODUCTION 00 = 30 =0

The use of polynomials within algebraic mathematics

has a long history dating back through the ageyptg The degree of a polynomial is used to describe a
Babylon and India are a few countries where polynomial. The term within the polynomial with the
mathematicians had developed and solved algebraihighest power is considered the leading term asd it
equations such as linear and quadratic polynoraiakm power is the degree of the polynomial. The fundaalen
early stage (Tularam, 2011; 2013). A polynomialais  theorem of algebra states that a polynomial of eegr
algebraic expression consisting of a number of setimat has at most n number of solutions when the polyabmi
are made up from the product of a constant andiable  is resolved to zero if all real, complex and repdat

that is raised to a power of a whole number: solutions are considered (Brennand Lyndon, 1981).
These solutions are called roots and can consibbtif
f(x) =C X"+C,_X"*+C_,Xx"?2 real and complex numbers and can be degenerate as
n stated previously. There exist formulas to solveedr
+[I3C,x* + C,x+ C,= > CX (first order) and quadratic (second order) equation
=0 Theories to solve polynomials of a higher degreistex

but the known forms greatly increase in complexsy
the degree increases. In 1824 however, a Norwegian

mathematician, Niels Henrik Abel showed that theaa

be no finite formula involving only arithmetic ogions

f(x) =f(x) and radicals for solving polynomials of degree fime

higher (Agarwalet al., 2012). This shows that solving
Solving a polynomial requires finding the values of polynomials of higher degrees have been rathelqatiic
the variables that resolve the polynomial to zero: for even the greatest of mathematicians. Whileifimdhe
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The act of reflecting a polynomial function abol t
y-axis is simply done by replacing x with -x:
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roots of a ponnomigI can be complicateq, t.hi.s ysjud ‘|j‘<|j+1, j=1,2,3,400n- 1
suggests that there is an elegance and simplicitthe .
solutions to certain types of polynomials thatdeeeloped [ <|my|. j=12.3400n 1

through the addition of two polynomials under spkesét of

conditions. In this study, the application of tieedry of  where the polynomial q(x) is defined to be theeetiéd

such polynomials is found within the famously umedl  form of the polynomial p(x) about an axis of symrjet

question known as the Riemann hypothesis. The Riema that occurs parallel to the y axis. The axis of syetry

hypothesis has plagued the mathematics community fofor p(x) and q(x) is x = xand is governed by: 4% xs <

over a century. It deals with the distribution ofusions of |, where —land —m are the first solutions to p(x) = 0 and

the Euler-Riemann Zeta function. The Euler-Riemaata q(x) = 0 respectfully. If p(x) and q(x) are refledt

function is a function of the complex variable satth polynomials and if h represents the shift that q(x)

analytically deals with the sum of the infiniteieeﬁiS . ;Jndergoe_s after. itis reflected on the verticabaken the

i ollowing is true:

The Riemann hypothesis states that all non-trivial

solutions to the Euler-Riemann Zeta function have t q(x) =p(x)+ 2h)= pE (x= 2h);

real part of (Titchmarsh, 1986; Edwards, 2001; Surt

and Tularam, 2011). A special case exists when h = 0 and since R as
While history has shown many insights into how the well, the axis of symmetry is the y axis itself.rFal

solutions to the Zeta function work, researchersehget  cases h = xEquation (1):

to find a definitive answer as why the Zeta funatio

solutions should act as conjectured by Riemann. Theq(x) = p(-(x- 2x,)) (1)
theorem governing operations on two polynomials can
be used to describe the Zeta functions solutions in Cases other than h = 0 will be considered in the

fundamental manner. A detailed explanation will be following sections.
provided in the following sections. An indicatiorf o .
where this idea arises can be notea|g] 1. 12 De\/elopment Of TheOI’em 1 Addltlon Of two

N . Polynomials
1.1. Definitions and Notation

. . ] o o The addition of two polynomials will result in a
the variables, terms and elements used in thiysfillte  the original polynomials follow the conditions sdtin
polynomials used in the investigation throughous th  the previous section.

study are defined as follows. Figure 2 shows an example of the case of two
Assuming | and m to be real numbers and allow two polynomials of the form q(x) and p(x). It should heted
polynomials to be expressed in the following form: that the two polynomials will intersect at the axis

symmetry (defined by the dashed line). The point of
intersection is defined to be S (this occurs whenx):
P(Xs) = q%)-
Ow(x,) =p(x)+q(x)= 2p(x,); the point will be
n conjectured to be the minimum value of the singular
= ” (x+m,),w(x)=p(x)+ q(x) turning point of the resulting polynomial (w(x)).
1= The values w(x) at a distance d from the y axislwan

represented as wyx d): i.e.:
The function w(x) is simply the addition of p(x)dn

p(x) = (x = L)(x ~1,)(x ~1 ) (Ix I ) = |j(x ),
A(x) = (x-+ m)(x+ m, )(x+ m, )I(x+ m,)

g(x) and so is itself a polynomial. The solutioag{x) = w(x, +d)=p(x,+ d)+ g(x,+ d).
0 occur when x = fl(where j = 1,2,3,4,...,n); and the
solutions to q(x) = 0 occur when x S-rfwhere j = Also, if:
1,2,3,4,...,n). Assuming that the following set of
conditions: * pOstd)+g(xtd) = 2p(x) then w(xrd) = w(x)
*  plxstd)+a(xtd) < 2p(x) then wix+d) < w(x)
§>0. J=L234ln m> 0. F 123,40 * POs+d)*a(erd) >2p(9 then wixrd) > w(q
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Polynomials-p(x), q(x) and p(x) + q(x)
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Fig. 1. Two polynomials with different roots added to foanhird polynomial, p(x) = (x+5) (x+7) (x+9) (x+11) (X) = (x-2) (x-4)
(x-6); W(X) = p(x) + q (x) = 2%+12¢ +514% +1488x+3849

|
Polynomials-p(x)Ja(x) and p(x) + q(x)
5000 T T T Y T 7 T
1000 \ s /

\ ,j >
3000 o /
2000

g B
1000 X .
0

|

-1000 | | | | I |

-12 -10 -8 6 A4 -2| 0
|

357
N
(=)
=]

10
X

Fig. 2. Two polynomials with different roots added to foanhird polynomial, S’ depicts intersection poiat H(x) and g(x) and S
P(X) = (x+5)(x+ 7)(x+ 9)(x+ 11),  q(x)
depicts the turning point for w(x) = p(x) + q( (x —2)(x — 4)(x - 6)(x— 8) and
p(x)+q(x)= 2% + 12X¢ + 514X+ 1488% 384

For the case where p(x d) +g(x + d)> 2p(x) for all where, y >0 for j = 1,2,3,4,...,n because;>@ for j =
real values of d the resulting polynomial will hage 1,2,3,4,....,n and x> - my from x + m>0. Upon
singular turning point at the minimum value W(x expanding Q(x) the following form of Q(x) is obtait
Importantly, if w(x) >0 the solutions top(x) + q(x) will be
of the form x+ iB; for j = 1,2,3,4,...,n (wher@j O0O). Q) =x"+A,_ X"'+IFAX+A,

Proof of Theorem 1:

The difficulty in determining if the third case ise ~ Where, A>0 for =1,2,34,...,n -1. This is because each
one that occurs becomes simple if the two polyntsmia A value is simply a product of a combination jofalues
are shifted so that the axis of symmetry alignsifitith that are all positive, therefore all Aalues will also be
the y axis. Therefore there is a need to define ey  Positive. This leads to an important discovery %s0
transformed polynomials such as P(x) and Q(x): (i.e., <0 and so x = -d, for=D):

1. For even n:

QM) =X+ %)= (X+ X+ M )(X+ X+ my)(X+ X+ my)

X + X +m,) = (X+ r)(X+r)(x+ r) (X +r) Q(-d)y=d' - A _,d""+ I+ Ad+ A,
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And wherex =|-d|:

Q(-d)=Q(d)= d + A_,d*+ 0 Ad+ A,

The axis of symmetry occurs for P(0) and Q(O) twed
fact that the axis of symmetry is at the y axisx§¢t P(X):

Q(0)= (0F + A, (0)' + I+ A, (0)+ A, = A,

P(d)+ Q(d)> 2Q(0)Qf dy Q(dy 2Q(0) )

Q-a)- Q(0)> QO Q)28+S 24 &>

Since A >0 and &0, Equation (2) is true for even
values of n. This also means that P(d) + G@p(0) and
hence p(x+ d) + q(x + d) >2p(x) for even values of n.

2. For odd n:

Q(-d)=-d'+ A _,d* -+ Ad+ A,

And wherex =|-d|:

Q(-d)=Q(d)=d + A, d™+IF Ad+ A,

Since the axis of symmetry occurs for P(0) and Q(0)

(at the y axis),Q(-x) = P(x):

Q(0)= (0 + A, (0y " +IF A, (0)+ A, = A,
P(d)+ Q(d)> 2Q(0)Qf dy Q(dy 2Q(0)

n-1

Q(-d)- QO)> QOF Q(dY, 24 &> 0

©)

Since A >0 and d>0, Equation (3) is true for odd n
values and this means that P(d)+Q¥dQ(0) and hence
p(x + d) + q(x + d) >2p(x) for all odd n. Finally, this
means that wx+ d) >w(xs) for d >0 and all n values.
Therefore, the resulting polynomial will have aggifar
turning point at the minimum value: w{x This is an
important case because if W(*0 the solutions to wgx
= 0 will be of the form x+ i; for j = 1,2,3,4,...,n
(wheref3; O 0O0).

To prove w(x) > 0, the g(x) polynomial will is
translated by shifting the polynomial to the right a
value of -m. This allows for m= 0:
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Q(x)=a(x-m)= (x=m+ m)(x- m+ m)x m+ m.
(% —m, +m, )= ()(x+8)(x+ $ JD(x+ §., )

where, s>0 for j = 1,2,3,4,...,n-1, because;|fim.4| for
j=1,2,3,4,...,n-1. Expanding Q(x) leads to:

Q)= (X)(x+8)(x+s )..0c+ §; F>
Q(x)=x"+B,_x""+[I* Bx+B,

where, B >0 for j = 1,2,3,4,...,n-1, because eachi8
simply a product of a combination of, svhich are
positive; therefore Pwill also be positive for all j. This
means that Q(x¢ 0 for x>0. Hence, if Q(x0 for x>0
then Q(x+m) > 0 for x> -my:

Qix+m)=(x+m)(x+ m+§)xt m+s).0¢ m
+§,,)= (x+ m)(x+ m,)(x+ m YID(x+ m, )= q(x)

This means q(xp0 for x > -my. By definition % > -
mythat implies q(¥ >0. Using w(X%) = 2q(x) leads to the
condition that w(¥) >0. The above proves theorem 1.

Summary of Theorem 1.

Defining p(x) and q(x) as the polynomials goverigd
the conditions and the proofs set out in the pres/gection
leads to the following theorem;

The sum of two polynomials p(x) and q(x) under
certain conditions will result in a polynomial thaas
solutions (i.e. roots) of the form a 4Bjifor j =
1,2,34,.n%00).

1.3. Application of Theorem 1. Application to
the Riemann Hypothesis

The Riemann hypothesis deals with the functional
equation of the following form Curtis and Tulara?@11):

Since there are a number of different proofs o$ thi
equation the derivation or proof will be left up tioe
readers. Riemann used the functional equation abtmve
define an analytic function that is defined for wdllues
of s. Another form of Riemann’s original functiorore
commonly used is given in Equation (4):

€©=1(3)(s- 3

Nl

(Cs) 4)
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Riemann derived an equation (Equation 5)&®) to 1oz e
determine values of that would firstly sol§s) = 0; and (S)‘* *S(l- SIA (XE X+ x? J
¢(s) = 0 then, (Edwards, 2001):

" ( 1)'—1LIJ (X)[(I_I (S 2m)] (s 2])+ ©
g=2 - w(x){xz ax 2 ]dx (5) +k ’
(|‘|( (s+ (2m- 1)))] e 1”}
where, W(x) = Z “m*x)

The integral in Equation (5) can be evaluated using [H(S 2m)j 272D
integration by parts method to arrive at a function J‘w )| " dx
&(s). It is well known that the real part for eadtusion (l_l( (s+ (2m- 1)))j (sv2ke1)
to &(s) = O lie in the region & Reg(s)) < 1with the
exception of the trivial poles and the two polesat 1
and s = 0 (Edwards, 2001). The objective of thidisa k+1"™ (odd) evaluation:
of the study is to evaluate Equation (5) in the @am
fashion as Riemann’s original idea but in reversd a . . o
continually. That is to evaluate the integral paithin fs)=1-1q1- 3w, (XE 2 gz‘f“)J
Equation (5) repeatedly to define a variety of esgions 2 2 1
that can be governed by Theorem 1. A number of j_l ‘ o
functions presented below are important for theess: . (-2%)1 w.(x)((ﬂ (o 2m)j 272

© o w (_1\! £ -
W00 =[S e dx= 5 Y g = ( (~(s+ (2m- 1)))] e ”)j
1 n=1 n—l T'] m= .
k+l 1 5(5-2(kr2)
(-1 (H(s 2m)}
W, (x) = | Py (x)dx = e
.[ 1 nzl it 2k+1J.qu+1( ) . e dx
= (- . +(2m- 1
wg(x)=j¢z(x)dX=z( .)6 ™ and [I_l( (s+(2m- )))J
1 n=1 Tl3|
(1) Therefore the i (even) evaluation:
TN j b 00dx= Y e
n=1 1, EPRIN
§0)=3 541 élwl (x{ x4 ! “]
where, W, (s) has a convergent summation for all k 1
(Edwards, 2001). Allowing the integral to be passed i
within the summation itself and evaluating the (_121 lIJ,-(X)[(ﬂ(S— zm)J L
exponential function leads to the following. +3 2 m=1
First evaluation of Equation (5): -1 Ler 2
(n -(s+ (2m- 1)))j ]
o m=1 1
20, L
Y 2 n Lo
&(s)= S( 3[% (XE X ]1:| ) [l—l (s- 2m)sz< 2(n+ 1))
1 1% 19 CE) +2*1,,JlIJn(X) m:ln 201 o
-5s(t- S)[-ZI v, (x{ (= 2%+ t (s DX J d} : +[|‘|( (s+(2m- 1)))j Ao
1 m=1
while the ¥' (even) evaluation: Noting that an arbitrarylterm can be represented as:
///// Science Publications 77 JMSS
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" (x)["l (- 2mpe I'I E s (2m e )j PE=[] (s 2m ®)
__qJ (l)( (s_ 2m)+|;_| 6 (S" (Zrﬁ' l))) q(s): - (S+ (2m_ 1)} (9)
W, () converges rapidly to zero forzl 1 even when It is now necessary to show that Equation (8 and 9)

compared with any power of x function (Edwards, 200 can be expressed in the manner shown in Equation
Therefore, defining Equation (6) as follows aide th (1): That will prove that Theorem 1 can be applisd
process: will simply be the s value where the axis of symmet
occurs). This value s will represent some constant.

It should be noted that both p(s) and q(s) are even
degree polynomials with n real roots and so willdhan
even degree of product terms when in factored form:

§0)=5 59+ 4

{ w1(1)+2[(2,_2 v, (1)(|*| (s- 2m>+n € (s (2m 1))}]

(I_l(s 2m)} (s 2(n+1))
j W, 00| "
' [|‘|( (s+ (2m- 1)))]

ad p(s):llJ (s- 2m):|1_| 2m s

Liseam) o ©) Now substituting in: -(s-1) for all s values int(sp

p(-(s- D)= [] @m- ¢ (= 1)
Also, defining Equation (7): n "~ n
=[]@m+s-D=]] (st 2m DF q(s

(1)
21 v Noting that this is Equation (1) where s = %2 thus
1 1 n| (i Theorem 1 may now be applied to the terms in Eqnoati
9(5)25_55(1‘ 3~ (1)*; [mﬂl (s 2m) @) 7.1 that include even degree polynomials. The fiesul
J i polynomials will be of the following form:
|__| (—(s+ (2m- 1)))}

— : w(s)=[] (&5 + B.)

Rearranging for simplicity leads to the following

Equation 7.1: These resulting polynomials all have solutions to

w(s) = 0 that will lie on the real line: s = %.

11 3 The same process will now be applied to the terms i

g(s):f—fs( 1 3{—(% (1)+72qJ2 (1} Equation (7.1) that include odd degree polynomials.
Considering n to be odd the following may be writte

Equation (10 and 11):
2 . - ,
[n(s 2m)+|‘| C (st (2 1)} pE)=[] (5= 2m: (10)
Essentially, Equation 7.1 includes polynomial terms a(s)= mrJl (s+ (2m- 1) (11)
that are governed by Theorem 1. The terms in Eguati
7.1 that include even degree polynomials will be fihst Equation (7.1) shows that all the terms with odgrele
focus of applying Theorem 1. Assuming n to be eben  polynomials will be of the general form; C(p(s)i(s
following may be written: where C is simply the constant represented in Huuat
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(7.1). In the case where p(s) and q(s) are bothdedgdee 2. CONCLUSION
polynomials with n real roots, there will be an atkfree
of product terms when in factored form such as: The arguments presented in this study provides very
sound basis to conclude that the Riemann Hypotligsis
true. There are a number of implications that déielop
this idea more generally. For example, assuming the
integral term and first term . of Equation 6 dam
ignored, based on Theorem 1, all that is left are
polynomial terms of increasing degree. Then if we ¢
further by making the assumption that summing two
polynomials of any degree where both polynomialeha
roots that lie on the real line of Y., result&ipolynomial
whose roots also lie on the real line of %. widlith
simplify Equation 6 into a single polynomial withl #s
roots lying on the real line of Y%.. The final asgdion is
that the resulting polynomial can be taken to afirite’
degree. Making these four assumptions will resultai

Therefore, the general forms of the odd degreepqynomial of infinite degree whose roots (excluglihe
polynomial terms in Equation (7.1) become: trivial roots) all lie on the real line of %... BHs where the
arguments and theorem of this study can be takethisu
was not the overall aim of the study. The aim was t
provide sound reasons why the Riemann hypothesis

That is simply the addition of two polynomials, @nd  should be correct. The simplification of the in&giorm
the conditions prescribed in Theorem 1. Applying of the eta function using the new theorem on the
Theorem 1 where s = #om Equation (1), the terms in  summation of two polynomials has done just that.
Equation (7.1) that include odd degree polynomieils
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