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ABSTRACT

One of the most important issues that confrontstteiins in longitudinal studies is dropouts. Aiety of
reasons may lead to withdrawal from a study andiyze two different missingness mechanisms, namely,
missing at random and non-ignorable dropouts. Nbekss, none of these mechanisms is tenable ibh mos
studies. In addition, it may be that not all of gwats are nonignorable. Many dropout handling natho
have been employed by assuming only one of thespodt mechanisms. In this study, the dropout
indicator is improved to take into account bothpirat mechanisms. In this two-stage approach, atsabe
model is combined with an imputation method forpinat process in a longitudinal study with two time
points. Simulation studies in a variety of situaiare conducted to evaluate this approach in astigithe
mean of the response variable at the second tinm. pichis parameter is estimated by using maximum
likelihood method. The results of the simulationdsés indicate the superiority of the proposed wetto

the existing ones in estimating the mean of théée with dropouts. In addition, this method isfpemed

on a methadone dataset of 161 patients admittad tanian clinic to estimate the final methadonsed

Keywords: Longitudinal Data, Dropout Mechanism, Imputatioetiod, Ignorability, Non-Ignorability

1. INTRODUCTION classifications of dropout processes: Completely at
Random Dropout (CRD), Random Dropout (RD) and
A longitudinal data study is designed to measuee th Informative (not at random) dropout (ID).

variables of every subject during a specific period In CRD, observed data can be considered a random
However, dropouts still occur because of different sample and can be analyzed by using common statisti
reasons. A dropout is a type of missingness whereinmodels. Dropouts in CRD are uncorrelated with study
the subject leaves a study after a certain timee @n  variables. Thus, a chance mechanism causes drdpout.
the most important questions is whether variablégk w RD, the probability of dropout depends on several
dropouts are related to the values of the outcomeobserved variables but not the response variabially,
variable that describes the dropout mechanism. ThdD is a situation wherein dropouts are related he t
dropout mechanism has a principal role in dataoutcome. Both the observed responses and dropout
analysis because parameters that are related to thmechanism are modeled in ID. If the dropout medrani
probability of dropout may affect the parameter is RD or CRD, the mechanism is called ignorable i&nd
estimation of the response’s distribution. Hence, it is ID the dropout mechanism is called nongnagabl
choosing an appropriate method to handle dropoutsStudies generally accept only one of these mechmnis
depends on the dropout mechanism. Little and Rubinin analyzing data with dropouts.
(1987; Diggle and Kenward, 1994) studied these Two most common methods applied to handle
mechanisms in detail and introduced the following dropouts under ignorable mechanism are imputation
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methods and maximum likelihood method. In Heckman (1976) introduced a selection model to
imputation methods, dropouts are replaced by valuesmanage non-ignorability. However, this model has
drawn from a specified distribution based on the several limitations. First, this model assumes et
observed values. A comprehensive detailed texts argesponse variable has a normal distribution and a
provided by (Allison, 2001; Schafer and Graham,2200 departure from this assumption will create subshnt
Durrant, 2005; Donderet al., 2006; Baraldi and Enders, problems. Second, this model is sensitive to
2010; Collinset al., 2001; Wei and Shih, 2001; Briekal., misspecification. Crouchley and Ganjali (2002)
2004; Carpenter and Kenward, 2013). On the othed,ha introduced a Generalized Heckman selection model an
linear mixed effect model is a fascinating modet fo showed that the models proposed by (Wu and Carroll,
coping with dropouts (missing values) in longitidin  1988; Follmann and Wu, 1995; Diggle and Kenward,
studies which applies maximum likelihood to estenat 1994; Ridder, 1990) can be written by this model.
parameters (Chakraborty and Gu, 2009; &tdl., 2014). In this study, we introduce a dropout mechanism
Different models have been recommended forindicator instead of a dropout indicator to accofort
handling non-ignorable dropouts, wherein a jointdelo  both dropout at random and dropout not at random
of dropout indicator and the outcome variable is (nonignorable) mechanisms in a dataset when doubts
assumed. In addition, it was shown that biasednestis ~ €xist with regard to the real dropout mechanismain
can be obtained if the non-ignorability assumptisn  ongitudinal study with two time points. To conside
not considered in the parameter estimation proeedur &l different reasons of leaving a study in the adat
(Wu and Bailey, 1989; Diggle and Kenward, 1994). In analysis, researchers should use a model based on a

selection models, a dropout indicator is applied as mixture dropout me_chanism. Sir_n_ulation studies are
conducted under different conditions to assess the

proposed model and the methadone data study is
applied to illustrate the new model.
0, response The paper is organized as follows. Section 2 erplai
the Heckman model and the Generalized Heckman
In the selection model, the joint distribution ¢fet  Model (GHM) and introduces the new model with a
outcome and dropout indicators can be factorized agmixture dropout mechanism. Section 3 presents the

_{1, non- respons

follows Equation 1: simulation studies and the results of three methodier
three different dropout mechanisms in the methadone
FRYIX.0) = £ (Y X ) (R1X.Y.0) 1) data. Section 4 provides the discussion and coioclus

given in section 5.

Where: . o 2. MATERIAL AND METHODS
R = The dropout or missingness indicator,
Y = The response variable and Heckman (1976) proposed a joint model for outcome

X = The covariate matrix. Another model is pattern- and missingness indicators wherein the missingness
mixture model in which the factorization is as indicator is constructed based on a latent varid®le

follows Equation 2: This variable is continuous, thus the responserohbie
and unobservable is determined wherisRpositive and
f(R,Y1X,v,0) = (YR, X,y)f(R|X,0) (2) negative, re'_spe_ctively. As a special case of migsns,
the dropout indicator is expressed as follows:
Where: 1 R=0
y = The parameter of the response variable and R :{ ' L
¢ = The parameter of the dropout indicator 0, R<0

The cause of dropouts in the selection model is The Heckman (1976) model is identified as follows

assumed to be a latent variablé; Bus, the response Eduation 3 and 4:
is observed and not observed if>R and R<,

respectively. In most studies, one of the dropout Ri =Wy +y (3)
mechanisms is accepted and the appropriate method i
chosen to analyze the data. Y, =XB+g, 4)
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where, W and X are different covariates, j(Lg;)CN(O, In most studies, there is no strong proof to test
02 oZ, dropout mechanism. If the dropout reasons do ratee
%), 2=, , | andog =1. to the response values but are associated witlottier
RY R

. variables in the study, the ignorable dropout ogcur
Crouchley and Ganjali (2002) proposed the owever, in non-ignorable dropout mechanism, the
Generalized Heckman model for longitudinal dataisTh 5 ses of leaving the study are related to theoresp
model for a_bivariate normal vector is expressed as, g es dropped. Hence, it is of special importandind
follows Equation 5 to 7: the reasons of withdrawing from the study. Nevdet®
the researcher cannot prove that the dropout mésrhan

Y. =X'B+uU. 5 . .
n = XuPHu, ®) is non-ignorable unless he or she knows the readesa
Y. =X 6 of dropouts. On the other hand, in some studiesseth
i2 = i2[3+ui2 ( ) .
reasons may vary from one subject to the other. For
R = Wy+u, @) instance, in a clinical trial, patients do not ratto the

study because of the side effects of the medicirthey
moved out of the area. In this case, considerismgle
dropout mechanism may lead to invalid results.
In this study, a longitudinal study with two time
, points is considered in which both variables follaw
Or  PuOO, Pif, bivariate normal distribution and the second vaedias
Tomm S| P00, 0% PO, dropouts. Then, a variety of reasons issue is leanoly a
00, PO, 1 two-stage approach based on determining two distinc
groups of dropouts: Dropout at random and non-
ignorable. In the first group, a stochastic regmss
model is applied to impute the dropout at randomt pa
then the remaining data is assumed to be under non-
X ignorable mechanism. In other words, dropouts ichea
i=+lf (YlR ) part need to be coped with by its own appropriate
X method. Two groups are specified based on the atend
P(R >O|Y11Y2) deviation of the R distribution. This can be seen in
. Figure 1. To specify two groups, two different classes
(R >0|Y1’Y2) need to be taken into account: Subjects with oleskrv
values and subjects with dropouts displayeBim 2.

Likewise  Yy,Yo|Y1,R|yLR VY., have normal According to the non-ignorable dropout, the

distributions with the following parameters: probability of dropout is related to the droppedues.
Suppose that the response variable is depressame sc

. . 0 for patients under a new treatment. During thesttiie

By, =X u(R IY1)=HR*+ﬁ(Y1-u1), researcher noticed that patients with high depoessi
° score do not return to the study after a certaimeti
(Y, 1Y, ) =X, B+ 2222y - ), These patients have greater potential to be differem
Oy other patients. This is true in other situationgiémeral.

The variance-covariance matrix is unstructured and
given as:

The log-likelihood function for this model is
defined as:

f(Y,Y,R)

n
r

-

L=

f

Yl’ (Yll Y 2

I3- 13-

)
fY.Y(YdY, )P

Therefore, if the researcher can find this grobp, ion-
ignorable part can be determined. In theory, siace
latent variable generates dropouts, it may helpudsd
+Pz PPy ), this group addressed here.
1\1-pr Suppose that the dropout latent variable is denoyed
2 =207 :022(1_ sz), R and its negative values generate the dropoutsidero
. (v2vy) to improve the dropout indicator, it is assumed thare
=(1-p3) and discrepancy in the left part of the distributionRfleads

. to larger variance in the response variable. Itmadhat,
o2 1 PitP=20,0.0 5 in this part, the values of the response variable a

(R 1.v2) 1-p5, strongly different from the other part.

M(R* M sz) =W, +913'P12§23(Y1 'Hl)

01 \1-P12

o

G(ZR, )
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Ienorable part
N P Observed part

Non-ignorable part

Fig. 1. R" model distribution

Time point 1 Time point 2

Subjects with complete
observed values in
both variables

Subjects with
dropouts in the
second variable

Fig. 2. Two groups: Complete observed values and dropnute second variable

Hence, in our model, the new indicator is defined a standard deviation of the”Rlistribution. This can be
follows: seen irFig. 1.
Therefore, the likelihood function of the data dsn

0 >0 y is observed written as follows:

R ={1,-0, <r <0y is missing at random _ .
i RSFSEN 9 L@IRY)= [ F(VX (V.Y P(R >01Y,Y)

2,R <-0, y. is missing notatrandol .
) | x 1 F(YLf (Y 2|Y1)P(_0R* <R <O|Y1,Y2,ignorablé
missing
_ In fact, it is supposed that values of thewith less x M f(Yl)D(R* <-o. |Y1,nonignorabl)3
distance from zero, the threshold value or meathef missing R

distribution of the error term in 'Rmodel, leads to
response values which are more similar to complete The likelihood function in terms of the new indicat
observed values. The distance is determined baséltto  variable is as given:
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L(B,¢|R,Y)= srelwedf (Y F (Yol Y)P(R=0]Y,Y,)

x f(Y.J (Y, Y )P (R =1]Y, Y ,ignorablg

mlssmg

x M f(Y.P(R=2]Y,, nonignorablp

mlssmg

where,0 is the parameter of the response variabledand
is that of the dropout indicator.

As in most of the selection models, it is assunieed t
the distribution of the latent variable is norméalneeds
to specify a selection model with this assumptiorihie
new model. In this study, imputing the dropoutsthie
dropout at random part is performed by a regression
model. However, we know that using this method $ead
to underestimation of the standard error of theregor
which is applied as the initial value in the itérat
method to obtain maximum lilkelihood. Nevertheless,
our goal is to show that even in this simple caée o
imputing, the final results of estimation of theaaeters
are plausible. To show how this mixture dropout
mechanism is applied, the generalized Heckman nisdel
used as the selection model for a bivariate normal
distribution with dropouts in the second variatliased
on this model and the new indicator, the probaédiin
the likelihood function based on normal distribatiof
the dropout indicator are calculated as follows:

Observed part of data, returning to the equation:

P(R > 01¥., %)= Hu, + u>01Y. %)= R uz-n,. 1YY

=P(usu, v, Y,)= ;{Z< Iv,Y ]
R

~ PP 23( _

)+EFLL v, )

=P(u < b 1%.%) - Ay <o -y 1YY

[Th O . +H
=P Z>L|Y1,Y2 - Z>M|Y1,Y2

O . [0

R R

[T [T
:q{1+R]_q{RJ

O . [0

R R

Or, we can write:

P(R=1]Y.Y,)

P13 ~P1P 23(Y

1_“1) P2s” 9191%\( )

Y Oltl—pfzj S l_p12
2
\/l— P13+st_2plzpl§) 23
1_9122

p12P23(Y _ 1) P2z~ PP 1:(Y )

01(1 ple a,\1-p 12

\/1_ Pzt 923_ 201019 23
1-p

Non-ignorable part:

P(R= 2):F(F§<—0R* |Y): FéuR*+ y<-o,. |1Y2)

M.
=P(uw <0, -n, |Y1)=F{Z> o r w]
R

%(Yl - Ul)

1
Vl_plzs

:1—¢[1+“R’ |Y1] ==1- 0| 1+
(0]

o
_ 01(1 plZ) 0,(1-p3;
= 2
_ Pzt 923 291? 19 23
\/1 1-p2, Now to obtain the likelihood function, let n be the
sample size, r is the number of subjects with catepl
913_912‘323(Y1 u) + P23~ 911313( Y, -11,)
0y 1—052 o.{1- plz
\/1_ Pls P35~ 2025~ PP 1 non-ignorable size too. Therefore the likelihood
1-p;, function is as follows:
. 2
Dropout at random part: - (yil_ul) 1
L(e¢IY,R)O-—expg - o | % >
. =10, 203 01\/1— P2
P(R=1]Y.Y,) = F(—UR* <R< 0|\(,\g)
2
:P(—UR, SHg ty < 0|\(,\§) ox _(Yiz_UY2|Yl) q)[pR, Iy YJ
2(1_A2 1172
= P(—GR, “Hg <U < |Y1,Y2) 20, (1 plZ) R
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2
~ (yiz - HY2|Y1)
20, (1— pfz)

n+r 2
21 (yil_U1) 1
n—ex - > x — ex
izr+107 201 0'1\/1— P12

Her My
x| 1+ R |Y, Y, |- o] —F-|Y,,Y,

O'R* UR*

51 (yil ‘”1)2 .
x H —expl L | x|1-0| 1+HR py,
L ST 20; oR

2

Taking the logarithm of this equation to get log-

likelihood function, we have:

INL(8,¢]Y,,Y,)=-rln (01+ GlJl——piz)

2
1 3y (¥ —1)° + (yiz _ HY2|Y1) +
24 of o’ (l_ pfz)

[ n-r
InCD[R|Y1,Y2]—(2)|n(01+01\/1—p212)

O .
R

2
1 % (yil ~ “1)2 + (yiz _HY2|Y1J
2i=r+1 0'12 0’12 (1— p122)

| o 1+ 55 v,y |- o By, |- (220
o o 2

2
In(ol)—%, b DRl +'“(1“"[1+2R*|Y1B

O.
R R

As the main goal is the estimation of mean gf tfie
derivatives are taken only with respect 19 ando3,

respectively, as follows:

T

_ o R IYL,Y ¥ _
r(Yiz p'Y2|Y1)+ O v % Yiz p'YzlYl

5 o7(1-p2) m[uR ]+i=rz+l o/’ (1-p3)

—*Y,Y
IYLY,

. T
1+-R]Y,, -0 =1V, Y
4{ Sy, } 4{0*“ ]
+ R R =0

TS [TI
Pl1+-R|Y, -®| R Y,Y
{ O_R*I 1 2} [O_R*l 1 2}
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(y - ) ¢ EL|Y11Y2 ner

i@x 2 TvlYy " R 2 P12

ENA 012 (1— plzz) pR* ifr4 0,
o VY,

R

Z ¢ 1+“7R’|Y11Y2 ) u7R*|Y1vY2
(yiz _“VZIYl) GR* cﬁ =0
o)’ (1_9122) M Mo B
@ 1+07R|Y11Y2 -® OiR|Y1’Y2
R R

The two equations do not have closed forms to yield
estimates ofi, and o, directly. Hence, these equations
need to be estimated by numerically solving the
nonlinear system of equations. One of the most
convenient nonlinear optimization methods to acliev
this computation and maximize the log-likelihood
function is the Newton-Raphson algorithm. The
properties of the estimates such as bias and effigi
can be evaluated by investigating the behaviorhef t
proposed likelihood function. Simulation studies ar
used for this model.

In practical situations, determining the two groups
dropout at random and non-ignorable, can be
performed through an observed variable highly
positively correlated to the response variable shel
subjects who dropped out are classified into two
different groups based on this variable. Sincesit i
based on this correlation, it is expected that the
distributional behaviors of the response variahie a
this covariate to be similar. In order to find thesvo
groups, group 1 and 2, K-means cluster analysis is
used. After classifying all dropouts, there areethr
distinct groups: Subjects with observed response
variable, subjects who dropped out placed in grbup
and subjects who dropped out placed in group 2. To
find the non-ignorable part, each of the group d 8n
are statistically compared to the first group thgbu
Kolmogorov-Smirnov test. The group with more
similarity, which is determined by the larger pwa)
is considered as dropout at random part and theroth
one as the non-ignorable group.

In this study, suggested methods are performed in
terms of dropout rate and correlation coefficienthree
different sample sizes in a bivariate normal dsttion.

For simplicity, we consider a bivariate normal
distribution as follows:

JMSS
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1p In the next step, a stochastic regression imputatio
o J method is used to impute the ignorable part. Theral
dropout mechanism is then considered as non-igterab
and two models, namely, the mixture and Heckman
model, fitted to the obtained data to estimatentieen of
Y,. These models are programmed by R and Splus.
According to the fascinating statistical propertads
the new procedure, it is applied to a methadone. ddte
harmful consequences of drug abuse have been well
Srecognized in recent decades. A number of studiee h
¥ocused on addressing this problem. One of the most
common approaches in investigating this issue & th
implementation of clinical treatment wherein a roau
uch as methadone is given to drug addicts durtegtain
§ime. Medical investigations have shown that methad
treatment is an appropriate treatment to reducg usa and
prevent various diseases such as HIV transmission

D.ﬁThe next shteg consists of th_e genedratior) of _d.r apout (Hubbardet al., 1989). A longitudinal study was convened
Ifierent methods to create missing data in si L _in 1999 by the Institute of Medicine to investigatveral

studies have been proposed. Van Buuren _(2007)changes in treatment practices. Roy and Lin (RO02
generated different missing values under different

hani Thev deleted ob i ) let applied multivariate longitudinal outcomes undem-o
mechanisms. They deleted observations in a contplete ignorable dropouts in a methadone study.

random method to produce CRD and deleted larger One of the most important aspects of a methadone
values in both tails of the distribution of indegent study is the use of adequate dose levels. Therefore
vgnables to produce RD. AII|.son (2000) mtrodug&d longitudinal study is necessary to evaluate thpm'ase
simple method to create non-ignorable dropout where to different methadone dose levels, attain a steble

nzeggéwe vall_uzs oflou.tcom%s Ia[:)e delgted. Makied. q and ensure treatment efficacy. An appropriate egé&rof
(2008) applied a logit model by using outcome and ;" gapie methadone dose level as the final dose is

mdependent variables to create RD a”?' CRDobtained based on the dose levels at previous times
mechanlsms. Ya_ng and L.' (2011) created non-|_gnerabl However, several patients did not continue with the
dropo_uts n the|r sele(_:t|on model by applying the treatment after some time because of differentoresas
following logistic regression model: So achieving the final dose becomes problematice®i
that we were not able to determine these reasbadest
option is to try different methods.

In this study, a study of an Iranian clinic whelreig
addicts are treated is considered. Different addict
received methadone at different doses accordirteio
history of drug use. After some time, the dose was
changed to achieve a specified stable dose. TlHag#o
was continued until full treatment was completedthis
- L2 . S study, the two last doses are recognized as thd mos
probability of missingness was estimated by usifggé i, ortant doses in the treatment to find the fidabe
model. In the current study, the method shouldiso$ || |n the methadone study, a random samplesaf 1
ignorable and  non-ignorable  dropout mechanisms. methadone treatment units was taken from thiscciii
According to the definition of RD and ID mechanisttie 2012. The patients completed the first two timenpobf
dropout probability is strongly related to outcom@ues  the treatment. However, 59 subjects did not retarthe
under ID and to other variables under RD. Henaepalit  study for the final time points (the time point bef time
probabilities in the second time point are computechll  of stable dose) to receive the final dose level of
subjects by a logit function. The different valugsthe methadone. Given that we were not aware of theorsas
parameters of this model are examined to obtait@ skt  for the withdrawal of these subjects from the stualy
with 30 and 50% missingness. methods are tested to determine the best estinfidtes 0

(YuY,)~N(n=)u=(816) = :{

where,p is the correlation coefficient.

Diggle and Kenward (1994) simulated 1000 data
sets to evaluate their selection model. Crouchley a
Ganjali (2002) introduced the GHM and investigated
this model by simulating 100 sets of data with 1000
cases. In the selection model with augmented Gibb
sampling under non-ignorable dropouts suggested b
(Yang and Li, 2011), 100 sets of data were gendrate
in the simulation study. Austin and Escobar (2005)
conducted a Bayesian modeling of missing data an
generated 100 data sets of 1000 subjects. In th
current study, we determine the number of simutetio
to investigate the properties of our methods.

10git(P(Ry, = 1) [ Y1y ¥2,0)= @+ @1 Y + @, Yo

If @ = 0 andg, = 0, the dropout mechanism will be
non-ignorable and the MAR mechanism will be
generated, respectively. Diggle and Kenward (1994)
used this model to produce RD and ID mechanisms.

Austin and Escobar (2005) applied logistic regassi
to generate non-ignorable missing data. In theul\stthe
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mean of the final dose of methadone. The methoeds ar

In this study, the two last dose levels are

tested because determining the average dose levalonsidered such that the first one is considerad th
wherein a patient achieved stability is necessamy f variable with a high correlation with the secondséo

effective treatment. In addition the new model &wd
other models that consider all three dropout meishas
in the data are tested to compare the models ptgcis

level. Therefore, cluster analysis is performedthois

variable. The methadone dose at this time poirnhé

non-ignorable group significantly differs with the

The results show that a lesser MSE value allows themethadone dose in dropout at random and observed

model to capture the behavior of dropout mechanismsgroups (p-value

7.179479e-12<0.05). By contrast,

better. The performances of these models are @utain the second methadone dose in the dropout at random

using R and Splus programs.

3.RESULTS

The results of the new model with a mixture dropout
mechanism and GHM are shown Treble 1-3. Four

part is similar to the second methadone dose in the
observed subjects (p-value = 0.17>0.05).

To investigate the application of the proposed
method, we analyze methadone data such that thvese t
doses of methadone are supposed to follow a biearia
normal distribution. The first dose is completelyen

measures are obtained from these studies: The meagy participants but several patients do not retton

estimate of the second variable,, Yabsolute bias,
Relative Bias (RB) and mean square error.

receive the second one. The main goal is to estimat
average methadone dose for the second time where

The absolute biases in estimating the mean estimat@atients achieved a stable dose. In addition totwe
of Y; for large sample sizes (n = 100) by the new modelexisting methods, the GHM and Diggle and Kenward

and under two different values of dropout rate and
correlation coefficients are shownTrable 1. The biases
with 50% dropouts (i.e., 0.0942 and 0.0943) areemor
than biases with 25% dropouts (i.e., 0.0828 an831)
Furthermore, RB is computed for all situations iothb
methods. Previous simulation studies show that RBeg
<5%, between 5 and 10 and >10% are indicative abmi
bias, moderate bias and significant bias, respgtiRBs
in all situations are less than 5% for the new rhode

The new model with a mixture dropout mechanism,
in addition to stronger assumption, is insensitioe
dropout rates and correlation coefficients in large
samples. This fact is also true for mean squam@err

When the sample size is large, the bias does anigeh
significantly in different conditions. For smalldamoderate
sample sizes, few biases are observed for higlelatbon

model are used for these data under three different
dropout mechanisms.

The MSE of the parameters are computed by using
the bootstrap method. The results are showiralsie 4.

Table 4 shows that the mean estimates obtained by
the GHM and Diggle and Kenward model are close to
each other under the ID mechanism. The GHM s
sensitive to the dropout mechanism: The estimédtéseo
mean are 100.38, 75.08 and 88.80 mg under ID, RD an
CRD, respectively. This sensitivity is not obseriedhe
results obtained from the Diggle and Kenward model.
However, the mean of the second dose obtained ihg us
the new model is 78.82 mg, which differs from thkeo
estimates. A comparison of the MSE of the estimates
indicates that the new model had an estimate weigis |
MSE. The conclusion that can be drawn from theseltse

cases compared with low correlation cases. The samés that the new model obtains a superior estiméenvihe

results can be obtained for Mean Square Errors @1SE

reasons why participants leave a study are unknown.

Table 1. Mean estimate, absolute bias, RB and MSE obMained from the new model and GHM for large sasp

Variables included: (n, np)®

Evaluation
measures (100, 50%, 0.9) (100, 50%, 0.5) (100, 25%, 0.9) 0(1¥%%, 0.5)
The new model Mean estimate 15.9965 15.9966 16.0206 16.0209
Bias 0.0942 0.0943 0.0828 0.0831
RB -0.0203 -0.0212 0.1291 0.1311
MSE 0.0141 0.0141 0.0108 0.0109
GHM Mean estimate 15.0537 15.1297 15.6183 15.6468
Bias 0.9462 0.8702 0.3820 0.3533
RB -5.9139 -5.4391 -2.3855 -2.2071
MSE 0.9150 0.7766 0.1614 0.1398
a) n is the sample size, m is the missing @ts,the correlation coefficient between ahd Y,
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Table 2. Mean estimate, absolute bias, RB and MSE oéiained from the new model and GHM for medium gas
Variables included: (n, nm)?

Evaluation
measures (50, 50%, 0.9) (50, 50%, 0.5) (50, 25%, 0 (50, 25%, 0.5)
The new model Mean estimate 16.03240 15.97030 36.01 16.0429
Bias 0.14020 0.17020 0.0928 0.1293
RB 0.20250 -0.18510 0.0854 0.2681
MSE 0.03208 0.04636 0.0139 0.0248
GHM Mean estimate 15.01300 15.15820 15.7523 15.6181
Bias 0.98690 0.84180 0.4263 0.3818
RB -6.16830 -5.26150 -3.5874 -2.3864
MSE 1.00210 0.74360 0.2307 0.1708

a) n is the sample size, m is the missing @ts,the correlation coefficient between ahd Y,

Table 3. Mean estimate, absolute bias, RB and MSE oéiained from the new model and GHM for small skasp
Variables included: (n, np)?

Evaluation
measures (25, 50%, 0.9) (25, 50%, 0.5) (25, 25%, 0 (25, 25%, 0.5)
The new model Mean estimate 16.05140 15.9507 16.023 16.058100
Bias 0.18250 0.2371 0.1108 0.142300
RB 0.89210 -0.5320 0.2261 0.423600
MSE 0.04710 0.0523 0.0173 0.036700
GHM Mean estimate 15.01460 15.1712 15.7192 15.58020
Bias 0.99760 0.8523 0.4469 0.419100
RB -7.22513 -7.8215 -5.2106 -4.895203
MSE 1.03140 0.7516 0.2831 0.201800

a) n is the sample size, m is the missing @ts,the correlation coefficient between ahd Y,

Table4. The mean estimate of the last dose of Methadoneitantiean square error in the mixture-mechanismetsodnd the
Generalized Heckman model and Diggle and Kenwardainander three different dropout mechanisms

ID RD CRD
The new model
Mechanism Generalized Generalized Diggle and Gdined Diggle and Generalized Diggle and
method Heckman model Heckman model Kenward modetkidan model Kenward model Heckman model Kenwardehod
f, 78.82 100.38 93.17 75.08 100.04 88.80 100.04
MSE 7.270142e-30 1.352076e-28 1.92963e-27 6.009227e 5.998372e-28 1.446231e-27 9.406882e-28
4. DISCUSSION significant bias in the other method. Mean squarerg
also confirmed the preference of the new method.
We compared the proposed procedure with In most longitudinal studies with dropouts, only

generalized Heckman model to handle dropouts in aone dropout mechanism is assumed, either dropout at

longitudinal data analysis with two time points.eBb
methods were assessed in twelve different setbiaged
on sample size, dropout rate and correlation azefft
between variables at two time points. Computings bia
relative bias and Mean Square Error (MSE) are agpli
to assess the model performance. In all twelvesdnos,
the results of simulation studies indicate supéyioof
the proposed method to the existing one. All alisolu
biases in the new approach are considerably snibher

those of generalized Heckman model. Furthermore,

relative biases in all settings are indicative afian bias

Random (RD) mechanism or dropout not at random
(ID) mechanism. Imputation methods and selection
models are two widely used methods to handle
dropouts at random. Carpenter and Kenward (2013)
discussed a variety of imputation methods.
Furthermore, this approach was addressed by (Al]iso

2001; Schafer and Graham, 2002; Durrant, 2005;
Donderset al., 2006; Baraldi and Enders, 2010). On

the other hand, linear mixed model is one of the
advanced methods to deal with dropouts in
longitudinal studies (Molenberghs and Kenward,

in the proposed method compared to moderate anc?007; Chakraborty and Gu, 2009; Agifal., 2014).
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On the contrary, in longitudinal studies such as  There are a few limitations in this research. Tee/n
clinical trials with dropouts, it is assumed sulbjec model applied a stochastic regression imputation to
withdraw from the study because of side effects. handle dropouts at random. In addition, it is carged
Therefore, nonignorable dropout mechanism s for a bivariate normal distribution.
introduced. Different selection models were propose In future studies, we can use other methods for
handle nonignorable dropouts by (Diggle and Kenward imputation or apply covariates in the imputationdeio
1994; Heckman, 1976; Little, 1995; Follmann and Wu, Furthermore, the model can be extended for a nauitite
1995; Crouchley and Ganjali, 2002; Yang and Li,201 normal distribution or even other distributions.

In addition this issue was addressed in detaidvaaced

statistical books (Molenberghs and Kenward, 2007; 6. REFERENCES
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