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ABSTRACT

In this study we study the estimators of the pdmramean in adaptive cluster sampling by using the
information of the auxiliary variable. The estimatan this study are the classical ratio estimataeg, ratio
estimator using the population coefficient of vloia and the coefficient of kurtosis of the auxifiaariable, the
regression estimator and the difference estim&wnulations showed that the difference estimatat e
smallest estimated mean square error when comfuatiee ratio estimators and the regression estimato
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1. INTRODUCTION to adaptively added units is a value greater thaegoal
to 1. Units that are to the left, right, top andtbm of

Adaptive cluster sampling, proposed by Thompsonone another make up a neighborhood. The unitsén th
(1990), is an efficient method for sampling rared an gray shading form a single network. The units addb
hidden clustered populations. In adaptive clusternumbers are edge units of the network. The netaack
sampling, an initial sample of units is selectedshyple its edge units make up a cluster.
random sampling. If the value of the variable déiast Sometimes other variables are related to the Variab
from a sampled unit satisfies a pre-specified diowliC, of interest y. We can obtain additional informatifam
that is {i, ¥ = c}, then the unit's neighborhood will also estimating the population mean. Use of an auxiliary
be added to the sample. If any other units that arevariable is a common method to improve the prenisib
“adaptively” added also satisfy the condition Certh ~€Stimates of a population mean. In this study, vié w
their neighborhoods are also added to the samyiis. T Study the estimator of population mean in adaptive
process is continued until no more units that Batise cluster .sampllng using an au.x|I|ary. variable. Some
condition are found. The set of all units selected all ~ cOMParisons are made using a simulation.

neighboring units that satisfy the condition isledla 0 0 0 0 0
network. The adaptive sample units, which do nosfsa _

the condition are called edge units. A network #sd 01 7 0 0|0
associated edge units are called a cluster. Ififisin 0 0 Al 0

selected in the initial sample and does not satibéy
condition C, then there is only one unit in thewaak. A
neighborhood must be defined such that if unitinihe

neighborhood of unit j then unit j is in the neighlood 6
of unit i. In this study, a neighborhood of a uist ' ' '

defined as the four spatially adjacent units, thab the 0 0 0 0 |0
left, right, top and bottom of that unit as showrkig. 1.

Figure 1 illustrates the example of a network. The Fig. 1. The example of network where a unit neighborhood is
unit with a star is the initial unit selected. Tet@ndition defined as four spatially adjacent units
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1.1.Simple Random Sampling Using Auxiliary
Variable

Let y be the variable of interest defined on thratdi
population and the population consists of a sél ahits
{u1, W,....ug}index by their labels S = {1,2,...,N}. With
unit i is associated the variable of interestapd the
auxiliary variable x The population mean of y is

N
uﬁ%éyi and the population mean of x s

N
K, Z%ZXi . Let y be the sample mean of the variable
i=1

of interest andx be the sample mean of the auxiliary
variable in the simple random sampling.
The ratio estimate of the population mean of y is:
Ve =2p, =Ry,
X
Where:

R=

x| <l

The approximate MSE of the ratio estimate of the

population total of y is:
_ 1-f7 .,
MSE(yR)=[T}(R $-2rRg+ 9

Hy

where, n is the sample size‘,:%R =Y is the

X

population ratio, S} is the population variance of the
auxiliary variable,S; is the population variance of the
variable of interest ang, is the population covariance

between the auxiliary variable and the variable of

interest.

MSE(Ve_so) :[%}pzy[czﬁ Cor(a - 2K)]

ux
I"I'>(-+-C:>( Cx
population coefficient of variation of the auxifar
variable, G is the population coefficient of variation of
the variable of interest ang,, is the coefficient of
correlation between the auxiliary variable and the
variable of interest.

Singh and Kakran (1993) suggested the
estimator for the population mean of y as:

where, o= and is the

Cy
K :pxyc_’

ratio

:yu_x-'-—Bz((:)): éSK(HX+B2(X))

X+,

Yr sk

Where:

The approximate MSE o,  is:

MSE(Ve_«) :{%}ui[dﬁ C3(3- 2K)|

T
K +B,(x)
coefficient of kurtosis of the auxiliary variable.
Upadhyaya and Singh (1999) considered both
coefficient of variation and kurtosis in ratio esétor as:

where, &= and B, (x) is the population

— _—uxBZ(X)+Cx_A
Y uki =Y iBz(X)+Cx - UKl(uxBZ(X)+Cx)

Sisodia and Dwivedi (1981) suggested the ratio \wnhere:

estimator for the population mean of y as:

v vk *C o _n
Yr_so =Y %+C, = RSD(“ xt Cx)
Where:
2 y
R —_—
®X+C,
The approximate MSE of,, , Is:
250
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RUKl = YBz(X) T Cx

The approximate MSE of,, ,, is:
_ 1-f7,
MSE( yR_UKl) = {T}uy[ Cf/ + sz(")l((")l_ 2K):|

Where:
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- Usz(X)
AR (x)+C

— uxCx + BZ (X)
V3¢, +B.(x)

yR_UKz -

CX+Bz(x))

= éUKZ(l‘lx

Where:

5 y
RUKZ - YCX +[32(X)

The approximate MSE o, ., Is:

MSE(VRfUKZ) = {%}Ui[q + szwz(wz_ 2K)] )

Where:

1C,

(‘OZ - chx +B2(X)

The regression estimate of the population meariof y
Ve =¥ +B(k, —X)
Where:
B=S,/S
The approximate MSE of, is:

f

wse(y,)=| 2t (1-03)

The difference estimate of the population meanisf y
VD :V + (ux _Y)

The approximate MSE oy, is

MSE(VD)z{%}(si -25,+ §)

1.2. Adaptive Cluster Sampling

Let y be the variable of interest defined on thratdi
population and the population consists of a sé{ ahits
{u1, W,...uy} index by their labels S = {1,2,...
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N}. With

unit i is associated the variable of intergsie population
N

mean of y i, =%Zyi . Let y, be the estimator of the
i=1

population total in adaptive cluster sampling.

Let n denote the initial sample size and v denloge t
final sample size. Lel); denote the network that
includes unit i and mbe the number of units in that
network. The initial sample of units is selectedsiyple
random sampling without replacement.

The Hansen-Hurwitz estimator of the population
mean for the variable of interest can be written as
(Thompson, 1990; Thompson and Seber, 1996):

_ 13
yac :FE(WY)i

where, (w); is the average of the variable of interest
in the network that includes unit i of the initial
sample, that is:

) =25y

The variance ofy,. is:

[y Ny

V(Vac) = NNN_n )IZ::((W y)i _“y)z

1.3.Ratio Estimator in
Sampling

Dryver and Chao (2007) proposed the ratio estimator
in adaptive cluster sampling as:

Adaptive Cluster

VR_ac = ;/ac My

ac

Where:
Ru=de
Xac
And:
_ -l n
Xa= 1 2 (W)

where, (w); is the average of the auxiliary variable in the
network that includes unit i of the initial samptleat is:

JMSS
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(), = 2 (o) =1,
The approximate MSE of,, . is: a{yacm}
yR_acl Hy" af = (Xac_u'x)
Xac
_ 1-f
MSE( yR_ac) :|:T:|( stlvx_ 2R$/>d.\~y+ $Y) Hx Ky
N7 ux +CWX
Where: a{yaciaﬁcwj -
il KetCul (g )
l N ) ac
S :m;((WX)|_UX) Hoby
_ 13 Y
vay _m;((w)/)i uy) :_yac(“x+cwx) (i -u )+ (“x+cwx) (y -u )
And: (o Co)’ Y (Xe*C) *
Hy by HHy
N - o v v -
SWXM - Nl lz(( ) )((Wy)| _Hy) - (},l>< +éwx)(xac ux)+(yac u'y)

MSE(_yRiacl) = E(_yRiacl_lJ )2

= E[(Vac -u,)’ ‘%(?m‘“ IV

1.4. Proposed Estimator in Adaptive Cluster

The ratio estimator for the population mean of y in My +Cy
adaptive cluster sampling based on Sisodia and &diiv 2
(1981) as: +(”—y)2(ym-px)2]
e+ Co
yR _acl™ yacEx +C = é ac(u x+C W) vl |,12
Xac ~ T \_ y Y y <
V(Y.) m +CWX)Cov(xac,yag + o) V(X )
where, Iiaﬂ:% and G is the population Sy, WS,
ac WX 2 2 2
coefficient of w. -{ﬂjui My i (io+ G
MSE of this estimator can be found by using Taylor n o M DOWXMSWSW
series method defined as: (M, *+Cy) MM,
%) ~[1—fjuz
_ oh(X,y 1T My
(%)= bl )+ =32 ‘ e
) [CZ, +alCl = 20, Bny G Gy |
Ly ) (1
iy (X R+ ay wy(y u,) MSE( yR_acl)z(TJ

ui[cjy +a,(a, —ZKW)]
Where:
Where:
N(%03) =T = Ve oW

o =
a+C " |J)<+CW)<

And: And:
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- wy — = uwax+BZ(Wx)_A
Ky = Punzy c.. yR_aw—yacm— R aCA(l‘l CwtB (W )).

The ratio estimator for the population mean of y in \where:
adaptive cluster sampling based on Singh and Kakran

(1993) as: =
5 — Yac
Ret ™3 C +B,(w,)
_ _ My +B W, ~ ac™’ wx 2 X
YR _ac2™ yaw% =R {u B {w))
oA and the Taylor series method is used for this ettinin
B the same way to obtain the MSE:
where, R,_,=— Yac andf3, (wy) is the population

Xac + BZ(W x)
coefficient of kurtosis of w
The Taylor series method is used for this estimiztor

MSE(X/Riam) = |:$i| l-lzy[ C2Wy+ CZWP)wz(U) w2~ ZKW)}

the same way to obtain the MSE: Where:
MSE_ ~1_f 2 C2+C2 6 - 2K wW:uX—C:WX
(yR7a02)~ T p‘y[ wy WpW( w W)j| : UXCWX+B2(Wx)
i The regression estimate of the population mean of y
Where: . . S
in adaptive cluster sampling is:
- H - = _
3, = ——%— Yi_ae = YactBulM, X,
B () - (.7%.)
Where:
The ratio estimator for the population mean of y in
adaptive cluster sampling based on Upadhyaya and Bu :wamvy/%

Singh (1999) as:
The approximate MSE of, . is:

7 :7 uxBZ(WX)+CWX
R_ac3 ac— _ 1_f
i XaoBZ(W x)+cwx MSE( ylriac) =|:T:| gvy(l_ pileNy)
= Rac3(u>ﬁ2(wx) + wa)
The difference estimate of the population mean of y
Where: in adaptive cluster sampling is:
é yac VD_ac:730+(“ x_ia‘)

o ) YaOBZ(W x) + wa
The approximate MSE of, . is:
and the Taylor series method is used for this edtmn -

the same way to obtain the MSE: Tablel. Data statistics
e I x-variable---------- y-variable
MSE(Te )= [L}uzy[ Cy+ oo, @ 2K,)] m 0.56500 m 1.2275
: S 3.79790 g, 12,6791
_ Cux 3.44920 Gy 2.9008
Where: Ba(wy) 92.63470 B(w,) 23.0357
5.60070
Wy = GAGH S 0.80710
' HBw, +C,, Pux:wy .

,////4 Science Publications 253 JMSS
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Fig. 2. Y values

Fig. 3. X values

JMSS

n MéE(Xlac) MéE(yR_ac) MéE(S’R_acl) MéE(VR_aCZ) MéE(yR_acs’) MéE(S’R_aM) MéE(X’Ir_ac) MéE(S’D_aC)
5 1.3511 0.9678 1.0944 1.3323 1.3490 1.2917 0.9717 0.5769
10 0.8560 0.6551 0.7694 0.8502 0.6396 0.8373 0.7123 0.4150
15 0.6698 0.4998 0.6352 0.6678 0.4916 0.6633 0.5638 0.3639
20 0.5855 0.4084 0.5615 0.5843 0.4186 0.5814 0.4685 0.3374
30 0.4999 0.3357 0.4823 0.4991 0.3533 0.4971 0.3664 0.2933
40 0.4488 0.2986 0.4337 0.4481 0.3133 0.4466 0.3071 0.2558
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MSE(VDJC){%}(SZM_ 2 * $Vx) 4. REFERENCES
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2. CONCLUSION

Adaptive cluster sampling is an efficient method fo
sampling rare and hidden clustered populationanFhe
estimated MSE of the estimatdrs Table 2 showed that the
difference estimator had the smallest estimatedhregaare
error when compared to the ratio estimators and the
regression estimator.

The ratio estimator for the population megyy, )

had the smaller estimated mean square error when
compared to the ratio estimators using informatidn
Cux andp(wy).

The estimator for the population mean did not use
auxiliary variable had the higher estimated meamsg
error when compared to the estimator for the pdjmra
mean using auxiliary variable
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