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Transient Solution to an infinite Server Queuewith Varying Arrival and Departure Rate
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Abstract: Problem statement: In many potential application of queueing theohg transient solution
of queueing system is importamipproach: This study presented the transient solution fdimiie
server queues with Poisson arrivals and exponesgalice times when the parameters of both
distributions are allowed to vary with time. Basmu generating functions technique which resulta in
simple differential equation. Using the propertigBessel functions in the solution of this diffetial
equation, the solution of an infinite server quecas be given in simple fornResults: The researcher
obtained the transient soluti@n infinite server queues with Poisson arrivals argdonential service
times when the parameters of both distributionsaflmved to vary with time and prove that some past
results are special case from his res@clusion: These results indicated thie probabilities can be
extracted in a direct way.
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INTRODUCTION simple and direct method of solution would be tlveo
the birth and death equations by a normal numerical
The queue size distribution for the MMMigueue, method.
when the Poisson processes are time homogeneous, is Bagchi and Templeton (1972) applied the queues
given in most texts on queueing theory. Saaty (1961resulting in homogeneous Poisson processes, their
derived the queue size distribution when input @ n method is not applicable to the more general foons
time homogeneous and showed that if the deparatiee r time-depending.

is constant and the initial queue size is Poistmn the Most works concerning non-homogeneous Poisson
resulting queue size distribution is Poisson witimee-  Processes have been concerned with the queue size
dependent parameter. distribution, but Hasofer (1964) described a methbd

Collings and Stoneman (1976) have been showmwbtaining the waiting time distribution for the gle-
that the same result holds for a time-dependenserver case, using an approach based on Takacs)(195

departure rate and they derived the queue size . ) )
distribution for the same prob'em in the form of aPrOblem formulation: The birth and death equa“ons

probabmty generating function. fOI‘ an |nf|n|te server queue are.

Abol'nikov (1968) allowed requests for service to
come in batches of varying size, the instants ofar Fo(D=-AMR (D+K1 (DR (1) 1)
of the requests following a non-homogeneous Poisson
process. The generating function of the queue sizén (D=AOF (= & ()+ m (O)R (1 2)
distribution is derived at any point in time. +(n+DuU(t)R., (t),n> 0

Shanbhag (1966) considered the same system but
removes the restriction that the service time itlistion In this study, the researcher restricts theimditie

must be exponential. Moreover, the results formegel 0 the special case the following initially units the
service time distribution are obtained and if teguests ~ System:
come singly (one at time), then queue size didtidbu
is always Poisson when the queue is empty initially A(t)=At™"e™ andp(t)=pt™e™, m=0,1,2,..,n
(Shanbhag, 1966).

Clarke (1956) studied queues resulting from non-  pefine:
homogenous Poisson processes and provided a
complete theoretical solution to the single-sema&se. R VO
Leese and Boyd (1966) gave a useful discussioheof t o (n=¢ (e (MR (-2 R (O) 3)
numerical methods that have proposed. The mosf=12,...; &0
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And consider:

HE Y= Y 6,07 (4)

Differentiating (3) and (4) with respect to t and

using (1) and (2), we get:

aHétZ Y- a2+ nlJ)H(z )+ G( H(z t)aH(Z t)j (5)

Where:

G[H( 0, ang t)}

= —[)\z+
+1 e-(m+ul)
)\ m+ tm+1 _)\tm+1e—mt
+{ ¢ z JH(Z.I)

+)\Ztm+le—(m—u )

]H(Z t)
m+

+(uz_uztm+1e—mt+utm+1 mrpt)) H(Z t)

The resulting in (5) is a linear differential etjoa
in H(z,t) and its solution is given by:

H(z,t).ex;{—[)\ z+ n—qu t} ©

J'G(u)ex;{()\ z+ — J(t— uﬁ du C

Putt=1, then:
C= ex;{ ()\ z+ Z“ﬂ H(z,L (7

And:

(aué)\+q1—m) Y Zg\+(a+ 1p- m) ?|

H(z,1)= 7
(21 {(1—61a)—)\zé““"“) ..

Whence:

H(z,t)= exp{[)\ z+— ) (- 1)}

Atau-m) _ +(at 1p— m)
{(aué Az 1 ®)

1-3,)-A Zéhu_m)éla

+.I[G(u)ex [)\ 2+Ej (t- u) dt
1 z

But it is know that:

exp{()\ z+ n—zu) t} = Z”_: (vzJ |, (rt)

With:

r=2ymu andv=4A/nu

Then:

Hzb= Y (v2f'l, (r(t-1).2

n=-co

(a“é)\+au—m) _)\ Zéﬁ(aﬂ- 1u-m) )
L-8,)-Azd*™g

+j GW)Y (V)L (r(t- w).du

9)

where, }(.) is the modified Bessel function. Comparing
the coefficients of zon both sides forxt, then:

d, (1) = €™ (=8, )V | (r(t= 1))
—aeMEEmM o F W EL (r(t-1))
t (20)
_)\e()\+u—m)6la VL . l(r(t - l))+J. G(U) vV ln
(r(t—u)).du

Since ¢(t) = 0 for n<0 and using(u) = L,(u)
Eqg. 10 becomes:

G(u)i (vz)'l, (v).du

—au gh+a-m) (l_ 61a )\lv—a |n+a(r(t_ ]_))+)\ (@ W-m) (11)
(L= BV (1(E-1)) ~Ae"™ B v
(r(t-1))

T

Where:
1,a=0

61a:
0,az 0

Using (11) in (10) forn =1, 2,..., then:

O (1) = e ™ (=8, )V I, (r(t= D) 1, ,
(r(t=1))] - Ae**@H-m(g_g et
[0 {r(t=1) =1, , (r(t =1))]-Ae?* ™5
VIRl {1 (D) —1 g (r(E D))

12)
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From (3) and by iteration method one can get: Clarke, A.B., 1956. A waiting line process of Mavko
type. Ann. Math. Stat.,, 27: 452-459.

n gm Q@ o k-1)lp"k http://projecteuclid.org/DPubS?service=Ul&versio

R (t):% R UHW é g (1).67 % (13) n=1.0&verb=Display&handle=euclid.aoms/117772
8268

Collings, T. and C. Stoneman, 1976. The MIMjueue
with varying arrival and departure rate. Operat.
Res., 24: 760-773. http://www.jstor.org/pss/169773

¢ Hasofer, A.M., 1964. On the single-server queuth wi

Po(t)=J'q1(u)e‘(““) dud,, non-homogeneous Poisson input and general

1 service time. J. Applied. Problem, 1: 369-384.
http://www.jstor.org/pss/3211866
Special case: Let m = 0, the results of Al Seedy and AL | eese, E.L. and D.W. Boyed, 1966. Numerical

Substitute the value of@) from (12) in (13), then
the value of K1) is:

Ibraheem (2003) are get as: methods of determining the transient behavior of
queues with variable arrival rates. J. Can. Opnal.
_p" 1 el (K=1)1p"* Res. Soc., 4: 1-13.
P,(t)=—PR (t)y+— t). — 14 . .
»() nt ° (e pté a(-€ n! (14) Saaty, T.L., 1961. Elements of Queueing Thed¥jth

Applications. Mcgraw-Hill, New York, pp: 423.
Where: http://books.google.com.pk/books?id=z9I-
AAAAIAAJ&g=Elements+of+Queuing+Theory,&
t dg=Elements+of+Queuing+Theory
R ()=[qu)e™ duws, Shanbhag, D.N., 1966. On infinite server queue$ wit
! batch arrivals. J. AppliedProblem, 3: 274-279.
http://www.jstor.org/pss/3212053

0 (1) = qué"™) (&8, )V [l (r(t= D)= 1, ,(r(t= )] Takacs, L., 1955. Investigation of waiting time
=AM (-8 W (rt=1) =1, 4 (15) problems by reduction to Markov processes. Acta.
N o Math. Hung. 6: 101-129. DOl:
] =\ e a1 _ ,
(r(t =D =AeH0, VI, o ((t-1) 10.1007/BF02021270
~la(r(t 1)
CONCLUSION

This study obtains the probabilities of an innit
server queues with Poisson arrivals and exponential
service times when the parameters of both disiohat
are allowed to vary with time. The transient
probabilities of the system are given by using the
generating function and Bessel functions.
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