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Abstract: Problem statement: The population problem is the biggest problemhae world. In the
global and regional context, Bangladesh populatiae drawn considerable attention of the social
scientists, policy makers and international orgatiins. Bangladesh is now world’s 10th populous
country having about 140 million people. The reagerience of Bangladesh shows that fertility can
sustain impressive declines even when women’s lie@sain severely constrained. Recent statistics
also suggest that, despite a continuing increasmitraceptive prevalence rate (56%), the expected
fertility decline in Bangladesh has stallespproach: The purpose of this study was to explore the
possibility of further fertility decline in Banglagdh with special attention to identify some soaiadl
demographic factors as predictors which are resplen® desire for more children using stepwise and
best subsets logistic regression approaches. Ty slad compared two approaches to determine an
optimum model for prediction of the outconf®esults: It had been found, excess desire for children is
solely responsible for the stalled fertili@onclusion: To overcome the situation, the policy makers of
Bangladesh should pay their attention to elimiriateregional variations of desire for more children
and introduce awareness programs among rural waimeut the positive impact of smaller family.
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INTRODUCTION The total fertility rate is still 3.1 and it is fiseyond the
replacement level fertility rate 2.1. Further finti
The population problem is the biggest problem indecline is required to achieve stable population in
the world today. It makes every other problem worseBangladesh.
and harder to solve. The world’s population is etpée The purpose of this study is to explore the
to grow by another 2.3 billion, from 6.8 billion B009  possibility of further fertility decline in Banglagh
to 9.1 billion in 2050. Most of this growth will ka  with special attention to identify some crucial isbc
place in the developing countries. In global andand demographic factors as predictors which are
regional context, Bangladesh population has drawmesponsible to desire for more children. The study
considerable attention of the social scientistdjcpo provides a simple explanation and demonstration of
makers and international organizations. Bangladesh how to obtain a best subsets solution in logistic
now world’'s 10th populous country having aboutregression and interpret the results.
140 million people. According to the United Nations The criteria for including a variable in a modeiyn
and other agencies, the population growth rate ofary from one problem to the next and from one
Bangladesh is still 1.65%. If this rate continudss  scientific discipline to another. The traditiongipaoach
population of Bangladesh will double in 2050. Usles to statistical model building involves seeking thest
action is taken to accelerate the reductions inréites  parsimonious model that still explains the dataer€h
of growth, the population of the world will not bthze  are several steps one can follow to aid in thectele
and certain region and countries like Bangladedh wi of variables for a logistic regression. The prestatly
go far beyond the limits consistent with political will discuss stepwise and best subset logisticagsgjon
stability and acceptable social and economic cantit ~ for variable selection and compare them to detegmain
However, recent statistics suggest that, despite parsimonious model. Variables must be selected
continuing increase in contraceptive prevalence ratcarefully so that the model makes accurate prexfisi
(55.8%), the fertility decline in Bangladesh haalletl.  but without over fitting the data. Selecting vatesbby
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hand is a laborious task and can over look impbrtan  The objective of this study is to pare down adarg
predictors. Thus, it is important that variableesibn  number of predictor variables to a subset whichtmee
be automatic. The problem of variable selectionfisn ~ theoretical or predictive standards on the basis of
addressed by sequential methods that start witht afs Stepwise logistic regression and best subsets
variables and attempt to grow or shrink the set byapproaches. After selection of the important priedic
selecting which predictor should be added or rerdove Variables, the study will compare the two approade
from the set. This approach has been traditiorallied ~ identify an optimum model for prediction of the
stepwise selection. The method is frequently engdoy Outcome.

in sociological, demographical, educational and
psychological research, both to select useful sahsfe
variables and to evaluate the order of importante o
variable§*”!

A crucial aspect of using stepwise logistic
regression is the choice of an ‘alpha’ level togedhe
importance of variables. Let gdenote the level of entry
for the important variables. The choice gfdetermines
how many variables eventually are included in th
model. Bendel and Afifi have studied the choice of p
for stepwise linear regression and Costanza anfil?Afi
have studied the choice for stepwise discriminan
analysis. More recently by using Monte Carlo
simulation Lee and Kov8l examined the issue of
significance level for forward stepwise logistic
regression. The results of this research have sltibatn
the choice of p= 0.05 is too stringent, often excluding
important variables from the model. Choosing a @alu
for pe in the range from 0.15-0.20 is highly
recommended by Hosmer and LemesfowOn the
other hand the program requires the second prezohos
level p to remove the variable from the model, which
indicates some minimal level of continued contriboit
to the model. Whatever value one may chose foit p
must exceed the value of, fo guard against the
possibility of having the program enter and remthe
same variable at successive steps. Since ther® is
theory Hosmer and LemeshBWw strongly
recommended to use,p 0.15 and p= 0.20 for
stepwise logistic regression program to locate th

important variables which are related to the outeom child? The responses are coded 0 for ‘no more’ Bnd
An alternative to stepwise selection of varialites for ‘Have anot?ner’ This variable is treated resmon
a mpdel is best subsets selection. Thg F)rocwun?/s’ariable Y as desire for children in the analyJike
identify a group of subset models that give thet besage of the respondent {) region of residence (Xis
values of a specified criterion without requiringet coded 1 for ‘Barisal, 2for, ‘Chittagong’, 3 for ‘Bka’ 4
fitting of all possible subset logistic regressiénbest ¢, ‘knulna’ 5 for ‘Rajshahi’ and 6 for ‘Sylhet’, lace
subsets approach would allow for the identificat@dn ¢ residence (¥ is coded O for ‘urban’ and 1 for
these competing models. A statistical algorithm isyrar, level of education (¥ is coded O for ‘no
adopted which produces some type of summary statisteducation’, 1 for ‘primary level’, 2 for ‘secondalgvel’
for ~ every possible combination of predictors.and 3 for ‘higher level’, sex preferencesfXs coded 0
Hosmer et al.® proposed such an algorithm for for ‘no preferences’ and 1 for ‘preferences’ and
estimating a best-subsets logistic regression. Thexpected number of children {Xs coded O for ‘two or
method was reiterated in Hosmer and LemesH8w's less’ and 1 for ‘more than two'. In the study, the
popular book on applied logistic regression. number of categories for each predictor varies fram

MATERIALSAND METHODS

The Bangladesh Demographic and Health Survey
(BDHS) is part of the worldwide Demographic and
Health Surveys program, which is designed to cbllec
data on fertility, family planning, maternal andildh
health. The BDHS is intended to serve as a soufce o
epopulation and health data for policymakers and the
research community. The study will utilize the data
from BDHS 2004. Macro International Inc. of
palverton, Maryland, USA, provided technical
assistance to the project as part of its Internatio
Demographical and Health Surveys program and
financial assistance was provided by The UnitedeSta
Agency for International Development (USAID). A
total of 10,523 households were selected for thepta
and 11,440 eligible women were completed their
interview. The women under sterilization, declared
fecund, divorced, widowed, having more than and les
than two living children are not involved in the
analysis. Only 2216 eligible women who have two
living children and able to bear and desire more
children are only considered here during the pedbd
global two children campaign.

The variable age of the respondent, region of
ﬁesidence, fertility preference, place of residereeel
of education, expected number of children and sex
preference are considered in the analysis. Thalari
ertility preference involving responses correspongd
o the question, would you like to have (a/another)
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to six. For instance, the region of residence) (Xnd  removal of covariates. Table 1 presents the p-gahse

level of education (¥ have more than two categories. a result of applying stepwise variable selectioneach
Both predictors have more than two discrete vaarebs  step, the p-values from the score test to entebelmv

the scale of measurement is nominal. We know thati the horizontal line and the p-values for the likebd

inappropriate to model a nominal scale variable inatio test to remove are above the horizontal lifee

logistic regression as if it were an interval scaleasterisk denotes the maximum p-value to remove at
variable. Therefore, we must form a set of design,gch step.

variables to represent the categories of the pi@dicA In the second method, we compare the model at the
refe.rence _ceII coding technique_ is usgd to generatgyrrent step q to the model at the final step. We
design variables. For e have five design variables eya|yate the p-value for the likelihood ratio tefthese
as % ¢, X;_d, % _k, X, rand X_s. For %, the three o models and proceed in this fashion until this p
design variables are,Xn, X,_p and X_s. value exceedsgpThis tests that the coefficients for the
_There are two methods that may be used t0 seleghiaples added to the model from step q to thel fin
variables from a summary table. The first method ISstep s are all equal to zero. That is we would tikeest
based on p-value for entry at each step while ¢cered the null hypothesis B = Bg1=...=Bs = 0, &p against

is based on a likelihood ratio test of th_e modethat H,: At least two of the coefficients are not zero.t€et
current step versus the model at the final step.de o null hypothesis, the test statistic is:
denote an arbitrary step in the procedure. In tret f ' '

method we compar@“™ to a pre-chosen significance
q

level such as g= 0.15. The subscript of p refers to the © ~ (-2inL,)-(-2inL,) 2)
variable that has been added to the model and the

superscript (g-1) refers to the step. If the valfe’ is  where, Lq and Ls are the log-likelihood for thepste

less than g then we move to the step . We stop at thednd the final step s, respectively. The statistidsG

step whenp®™® exceed p We consider the model at a@Pproximately distributed as chi-square with degrefe
a freedom depending on the number of parameters to be

oM : o tested from step g+1 to the final step s. At anyeni
criterion for entry is based on a test of the digance step it has more degrees-of-freedom than the test

Efeitr:]g ?:emgiemogoél Xliongdeiic;?gll Ovr\]/ex’mxazg/mtégtl theemployed in the first method. For this reason #eoad
- ' . ’ thod ibl lect a | ber of bl
conditional null hypothesis ¢f3; = 0 such that X method may possibly Seiect @ farger number o

. . than the first method. The summary statistics for t
X2,...Xq.1 in the model, against B, # 0. To test the 5,56 1o methods of variable selection are ilastt in
null hypothesis the test statistic Table 2. At each step, each method provides aofest
different hypothesis. The number of parameters goein
G={(_2'” Ly) = (-2In Lq)} (1) tested for the second method is larger than thet fir

method except for the last step. The second matiad
where, ly and Ly are the log-likelihoods for the step g possibly select more variables than the first metho
and g-1 respectively. G is approximately distrilluges  cases where this occurs, one should carefully exami
chi-square with 1 degree of freedom depending orthe additional variables and include them if thegrs
whether X is continuous or dichotomous and k-1 socially relevant to the outcome. In such case welav
degrees of freedom whethey, X polychotomous with k  undoubtedly opt for the richer model selected lposd
categories. The software SPSS version 11.5 uses tieethod. In the present study, both mettsmdsct
score test for selection and the likelihoodorédist for the same set of variables forthierr analysis.

the previous step for further analysis. In this metthe

Table 1: The p-values to enter (below the horizdirta) and p-values to remove (above the horizdite) the covariates

Variable\step 0 1 2 3 4 5
Expected number of children {X 0.000 0.000 0.000 0.000 0.000 0.000
Age of respondent (X 0.000 0.000 0.000 0.000 0.000 0.000
Region of residence gX 0.000 0.000 0.000 0.000 0.000 0.000
Place of residence X 0.000 0.002 0.063 0.017 0.017* 0.015
Sex preference X 0.000 0.087 0.102 0.169 0.150 0.145*
Level of education (¥ 0.000 0.076 0.433 0.204 0.366 0.380

Note: *: Denotes the maximum p-value to remove the enqiiary variable at each step

389



J. Math. & Stat., 5 (4): 387-394, 2009

Table 2: The log-likelihood and likelihood raticstestatistics (G), degrees of freedom (df) and lpesafor two methods of selecting variables
for a final model

Method 1 Method 2
Step Variable entered -2 log-likelihood G df p-walu G df p-value
0 2761.26 882.85 9 0.0000
1 Expected number of children{)X 2051.68 709.58 1 0.000 173.27 8 0.0000
2 Age of respondent (X 1953.23 98.45 1 0.000 74.82 7 0.0000
3 Region of residence ¢X 1886.26 66.97 5 0.000 7.85 2 0.0197
4 Place of residence ¢X 1880.53 5.73 1 0.017 2.12 1 0.1450
5 Sex preference gX 1878.41 2.12 1 0.145

The conclusion of the stepwise selection process har = (v +f) . This representation off provides the basis

only identified a collection of variables which 80  fo e of linear regression software. It is easyerify

%e .Sft.at'St'C"’.‘mk;I |mportané_dbeca?se thed IFl’rc(’gedu”?hat any linear regression package, that allowghisi

dentifies variables as candidates for a modellpala produces coefficient estimates identicalptavhen used

statistical grounds. We can observe from Tablea th ™. h he d q iabl q .

the stepwise procedure for variable selection teateis wit |Zi asr: ed' epen Ienlt vana efan case v;{e:ﬂgts v

at step 5, because no further predictors can bedadd equal to the diagonal elements o V To replic e t
results of the maximum likelihood fit from a logést

with the resulting p-values less than 0.15. Thus th _ . : :
variables X%, X, Xo, X5 and % have been selected by €9ression package using a linear regression packag
i we calculate for each case, the value of a depénden

Zf;;vslisse. logistic_ regression  procedure  for furthervariable and the corresponding case weight are as
On the other hand Hosmetral ! have shown that fllOWs:

best subsets logistic regression may be performea i A A

straight forward manner using any program capable o, _ m[ TS ]+ Yi °TY A3)

best subsets linear regression. Applying best s$sibse ' 1-ft ) w@-1y)

linear regression software to perform best subsets

logistic regression is most easily explained usnegtqr v, =fi 1-f7) ()

and matrix notations. Let X denotes th€mt+1) matrix

containing the values of all p covariates with fhst

column containing 1 to represent the constant t&@ime.

nxn diagonal matrix is denoted as V with general

It can be shown that the weighted residual sum
squares produced by the program is:

elemenlt};i =fl- 1) Wherefq be the gstimateq Iogistic St v -% F=Y - R AT ) (5)
probability computed using maximum likelihood
estimate of isB. Symbolically: The expression in (5) is a Pearson chi-square

statistic from a maximum likelihood logistic regsem
program. The subsets of variables selected for best
X models depend on the criterion chosen for bestnidos
2 and Lemesholfl recommended using the best subsets
' linear regression that was developed by MaftBw
I X Xoz o0 X This is a measure of predictive squared error aehot
by G, This measure is originally denoted by. @/e
and use q instead of p because p refers to a total euwib
possible variables while q refers to some subséts o
variables. Hosmeret al.'® justified that when best
subsets logistic regression is performed via a best
subsets linear regression package Mallowsh@s the
: o : same intuitive appeal as it does in linear regosssi
0 0 0 - T,(-T) They showed that for a subset of q of the p vaembl

~ 2 *
PregiboH? verified thatf=(X'VX)X'VZ where C = X AT 2(q+ )- n (6)

q 2
Z=XB+V¥ and r is the vector of residuals given by %— p-1
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Where: Table 3: Five best models identified using MalloWs
x> = The Pearson chi-square obtained from (5) 2"0‘19' )’\("0‘;(9' ;Ova”ates 67'\/'35‘2”0W5qc
o H H it 1, X5, Xe .

A =The mu!tlvarlate Wald te;t_ statistic for the Yo %o €. X d. Yo K. Yo T, XS, X% 10.04
hypothesis that the coefficients for the p-q3 Xo, Xo C, %o 0, Xo K, Xo I, Xo_S, Xy Xs, Xs  10.01
variables not in the model are equal to zero 4 X1, Xa_C, Xo_d, Xo K, Xo 1, Xo_S, X, Xo_n, 12.94

Xa_p, XS, %
Under the assumption that the model fit is the® ;& ?i’%ﬁ—d’ % ki X 1 Xo s, XN X p, 15.39

correct one, the approximate expected valug®cdnd
N are (n-p-1) and (p-g) respectively. Substitutidn o Table 4: Five best models identified using the scotest

these approximate expected values into the expressi approximation to Mallow's (si,= 850.11)

for Cq yields G = g+1. Hence models with,@ear g+1  Model Modelcovarates .
are candidates for a best model. The best subBetE | 5 %' X, ¢ % d % k X r. %5, % 33111 522.00
regression program selects as best that subsetthéth 3 X1, Xz €, %o d, X K, Xo T, Xo_s, 848.32 8.79
smallest value of £ If the G criterion is to be , f(j ij_?sxz_d Yo K, Xa 1. XS, %, 648,79 12.32

employed, the five best subsets according to this Xa_N, Xa_p, Xa_S, %

criterion are to be identified. This algorithm sgmfor > X :in XLx‘j' ?LX'; o s 847.35 13.76

the five subsets of predictors variables with timalest s s

C, values using much less computational efforts tharg,‘
r

tensive analysis. Consider a collection of q
edictors selected with stepwise logistic regssi
approach be denoted by the vector XX;, X, o Xg).

Suppose the conditional probability that the outeam

when all possible subsets are evaluated. Table
represent the results of the five best models walec
using G as the criterion obtained from the output of

Statistical Analysis System (SAS) 9.1 for Wlndows.lpresent be denoted by P(y 2X) = 1 Then the log-

Using only the summary statistics, we would selecOdOIS of having Y = 1 is modeled as a linear furmct
model 3 as the best model since it has the smalleﬁ%

value of G,

Hosmer and Lemesh&W also show how an
approximation to Mallow’s ¢ can be obtained from In[
score test output in a survival time analysis. Wikir
approximation can be obtained from, @r logistic where the function
regression. First, Pearson chi-square statistiepgkced '
by its mearx®= (n-p-1). Next the Wald statistic for the 1 = EXP@, * B X+ BXot - F B X
p-q excluded covariates may be approximated by the — 1+€XpBo+P, X +B,X,+ ...+ BX,)
difference between the values of the score tesalfqgg  logistic function. The most commonly used method of
covariates and the score test for q covariates,elyam estimating the parameters of a logistic regressiodel
A\, =s,—s,. These results produce an approximation tos the Maximum Likelihood (ML). Suppose i(y
(6) as follows: Yo....¥n) be an independent random sample of size n

from the corresponding independent random variables
@) (Y1, Y2...Yy). The response ;Yis a Bernoulli random
variable with probability mass function

A A Y - :

The value of sis the score test for the model FY) =m@-m)~" ; Yi=0or 1 1=1,2..n. Since the
containing all p covariates and is obtained frora th Yi'S are assumed to be independent the sample
computer output. The value afis the score test for the likelihood function is defined as the joint probipi
particular subset of q covariates and its valualge function — of  the  random  variables  as
obtained from the output. Table 4 illustrated thee f g(\G,Yz,...Yn):nLquY‘ (l-m )™, the log-likelihood
best models _tha_t are identified based on scoreatebt f,..tion as LBo, Bu.... By) = Li (say):
Mallows G, criterion.

~ The results of Table 4 selected the five best fsode =3, (By 43X+ +BX)

using G, as the main criterion and we would select “~= " !
model 3 as the best model since it has the smallest) | In{1+exp@,+B, X, + ...+ B, X}
value of G. We observed that the best subsets selected
by both approximation and stepwise logistic regoss In multivariable logistic regression, the likeliteb
procedures identified the same set of predictors. equations are non-linear explicit function of unkmo
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parameters. Therefore, we use a very effectivevaail  table of observed and estimated expected frequencie
known Newton-Raphson iterative method to solve thea formula defining the calculation df is as follows:
equations which is known as iteratively reweighted

least square algorithm. The solution of the liketid

= \2
equations requires special software that is availab CAI=ZLM (10)
most statistical packages. In the study, SPSS fbt.5 nT (-7 )
windows is used.
Where:
RESULTS g = Denotes the number of groups

n, = The number of observations in the kth group
0o« = The sum of the Y values for the kth group

T, = The average of the orderédor the kth group

Once the particular multiple logistic regression
model has been fitted, we should begin the prooéss
model assessment. This usually involves formulation
and testing of a statistical hypothesis to deteemin
whether the predictors in the model are signifiant Hosmer and Lemesh&ivdemonstrated that under
associated to the response variable. Fortunatbly, t the assumption the fitted logistic regression madel
likelihood ratio test for the overall significancé all  the correct model and the distribution of the stati
coefficients for the predictors as well as sigrifice of  Cis well approximated by the chi-square distribution
single predictor in the model is shown in Table 2.with g-2 degrees of freedom. The value of the Hasme
Considering the results from Table 2 we may corelud Lemeshow goodness-of-fit statistic computed from th
that except the predictor sex preference) @I other  frequencies in Table 5 is€ = 6.61 and the
four predictors are significantly associated withe t corresponding p-value computed from the chi-square
response variable at 5% level of significance. distribution with 8 degrees of freedom is 0.58. The

In order to find the overall goodness-of-fit, HEM  |59e p-value signifies that there is no difference
and LemeshoW and Lemeshow and Hosrfﬂar between the observed and the predicted valueseof th
proposed grouping based on the values of the e&tima ocome. This indicates that the model seems to fit
probabilities. Using this grouping strategy, thesh@r-  qite well. A comparison of the observed and exgct
Lemeshow goodness-of-fit statistiC is obtained by frequencies in each of the 20 cells in Table 5 show
calculating the Pearson chi-square statistic flioengk2  close agreement within each decile.

Table 5: Contingency table for Hosmer and Lemesboodness-of fit test
Desire for no more children Desire for more ctetd

Total
Deciles T, Observed Expected Observed) (o Expected () c~-x° df p-value
1 0.0459 208 207.04 9 9.96 217
2 0.0784 206 208.29 20 17.71 226
3 0.1051 194 199.57 29 23.44 223
4 0.1309 186 191.20 34 28.80 220
5 0.1588 184 180.85 31 34.15 215 6.61 8 0.58
6 0.1977 183 179.72 41 44.28 224
7 0.2702 170 162.75 53 60.25 223
8 0.4902 118 113.17 104 108.83 222
9 0.7644 45 52.30 177 169.71 222
10 0.8968 24 23.11 200 200.89 224
Table 6: Analysis of maximum likelihood estimates
Predictors Coefficient S.E Wald chi-square statistics df p-value Odds etp ¢)
Xs 2.915 0.188 241.252 1 0.000 18.443
X1 -0.087 0.010 68.528 1 0.000 0.9170
Xz - - 68.539 5 0.000 -
Xz € 0.695 0.217 10.221 1 0.010 2.0000
Xz d -0.191 0.205 0.8630 1 0.353 0.8260
Xa_ k -0.434 0.226 3.7010 1 0.050 0.6480
Xor -0.502 0.210 5.7050 1 0.017 0.6050
Xz s 0.804 0.257 9.8050 1 0.002 2.2350
X3 0.306 0.127 5.8650 1 0.015 1.2350
Xs -0.297 0.206 2.0690 1 0.150 0.7430
Constant 0.574 0.351 2.6820 1 0.101 1.7750
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Table 6 shows the coefficiengss, their standard women in Chittagong and Sylhet region. On the other
errors, the Wald chi-square statistics, associgied hand, women under Khulna and Rajshahi region about
values, odds ratio i.e., exp)( In order to determine the 40% as less likely to desire for more children as
worth of the individual regressor in logistic regg®n, reference region.

- B oy The odds ratio corresponding to the estimated
the Wald statistic denoted a§/ =———"". Under  cqefficient for the variable place of residence;)(%

[S'Ec’i )J 1.235 indicates the change in log-odds of desire fo

the null hypothesis §3; = 0, the statistic W is more children among rural women with respect to
approximately distributed as chi-square with singleurban women. The result can be interpreted as the
degree of freedom. The Wald chi-square statisbenfr desire for more children significantly rise aboyt%2
Table 6 almost agree reasonably well with theamong rural women as compared to urban women.
likelihood ratio test for individual predictors thall the The variable sex preferencesfXs not statistically
coefficients except X d (Dhaka region) and sX(sex  significant. Theoretically there is no advantage to
preference) have significant contribution to predie  include the variable in the model. In fact, sex
response variable. In order to interpret the resaft — preference is known to be ‘socially important vakea
Table 6 we need to introduce a measure of associati to determine desire for children. The response
named ‘odds ratio’. The odds of the outcomes beingorresponding to the variable may be latent. Son
present among individuals with x = 1 is definect@é-  preference is the most significant factor which
n;. Similarly, the odds of the outcome being presentontinued to exert a great influence on bearingirl t
among the individuals with x = 0 is definedmél-n,. ~ child even during the period of the two children
The odds ratio, denoted as OR, defined as the oftio campaign. Hence there is a further scope for aisalys
the odds for x = 1 to the odds for x = 0 and givenwith such socially significant variable.

byOR=T;lTZ1_T[1. In general, the relationship between DISCUSSION

1_.% o ) Model selection is a fundamental task in data
the odds ratio and the logistic regression coeffitis  analysis. Methods such as stepwise and best subsets
OR = exp f) and the relationship is widely used to |ogjstic regression are tools that build and corasasits
interpret the fitted values. . . of logistic regression models. Stepwise logistic

The odds ratio corresponding to the estimatedegression is mainly designed to identify the most
coefficient for the variable expected number ofdiiein  parsimonious set of predictors that are effectine i
(Xe) is 18.44 indicates the change in log-odds ofrdesi predicting the response variable. The procedure
for more children among the women having more thanngicates covariates with statistically significaffect,
two desired children. The result suggests those evom sjmyltaneously adjusting for the other covariateshie
who expect more than two children are 18 times aggistic regression model. So the procedure is best
likely to desire another child as other women ie th \jewed as a data screening tool. On the other Hhed,
study population. best subsets technique is versatile because Wwsior

The odds ratio for the variable age of respondenthe consideration of a number of issues, statisting
(X1) is 0.917, indicates the change in log-odds ofrdes theoretical, in comparing candidates models. That be
for more children per one year increase in age @mnonsubsets procedure is a time saving algorithms aneé h
the study population. The odds ratio suggests éisgel been developed to identify the most promising madel
for more children significantly goes down by 8% for without having to evaluate all possible candidate
one year increase in age. models. Though the best subsets approach is irteadu

The odds ratio corresponding to the estimatedas time saving, as the number of models to compare
coefficient for design variables ,Xc (Chittagong), grows rapidly as increase the number of potential
X, d (Dhaka), X k (Khulna), % r (Rajshahi) and predictors, the algorithms may require excessive
X,_s (Sylhet) are 2.000, 0.826, 0.648, 0.605 and=2.23computer time. Selection of best subsets of vasgbl
respectively. Except Xd (Dhaka) all the coefficients based on some criteria like Mallow’s, Geed fitting a
are statistically significant at 5% level of sigoé#ince. lots of models. It can be very expensive becausé ea
The results indicate the regional change in logsooid fit requires an iterative procedure. So, users lshoat
desire for more children with respect to the rafeee  be lured into accepting the variables suggestedl ligst
region. The results suggest the desire for morgredm ~ subset strategy without considerable critical eatidun.
is approximately 2 times as likely as prevail amtimg  In contrast, stepwise logistic regression outputly @
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single set of predictors, thus fostering the notibat 5.
the chosen model is the best model. Under this
condition, stepwise logistic regression procedumay
need to be employed to assist in the selection of
predictor variables. Stepwise methods are sequgentiab.
hence cheaper than best subsets methods.

The output of the intensive analysis suggest that
the desire for more children is significantly highe
Chittagong and Sylhet regions and significantly dow 7.
in Khulna and Rajshahi regions as compare to refere
region. It is also higher among rural women thamwagn
urban women. It is established in this study thégno
women have less desire for more children than rura8.
women. It is also observed that desired family size
still significantly larger among the study poputeti In
fact, effective population control cannot be achikv
until there is a change in the society’s attitudevetrd 9.
desired family size.

CONCLUSION

10.

In this respect, the Government of Bangladesh
should highlight to the rural women that limitingnfily
size has positive effects on the mother’s health,
domestic peace,
policymaker should pay their attention ensuring dém
educational programs that can provide young women
with gainful employment. This strategy also delayin

age at marriage as well as age at first birth which 12.

important for fertility decline. Finally, it is imgrtant
for the Government of Bangladesh, instead of

propagating the two-child norm across the board;l3.

emphasize those policies that actively enhance
women’s status through education as well as innglvi
them in the workforce and change their attitudegto
family size.
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