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Hill Climbing Method Using Claus Model for Categorical Data
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Department of Statistics, University of Ibadan, &tig

Abstract: Problem statement: In this study, a locally unbiased test statistisdzhon the Claussian
method was presentedApproach: In this respect, exploiting special structures robdified
quadratic hill climbing method and the Claussiaatistics were considere®esults: We derived a
non-modified quadratic hill-climbing procedure. Tiperformance of the model in testing the
estimation of Latent data was show®onclusion/Recommendations. The result testing for serial
Kalman suggested that, computational simplicity mayweigh any non-negative definite in terms
of second derivative matrix.
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INTRODUCTION climbing method and it non-modified vision as
proposed. A class Claussian model was developed
In this study, we propose a new methodology for,using Possion distribution and applied to non-miedif
structure and estimating the parameter of a noatine quadratic hill climbing for estimation of latent tda
and non-Gaussian model using the quadratic hilComputation on data analysis were carried out for
climbing method under the influence of Claussianmodified and non-modified quadratic hill climbing
method. The objective of these research is to oeper ~ Method is which the superior results of the nonifieat
how well non-linear and non-Gaussian process can bguadratic hill climbing method results are showwe
analysis using non-quadratic hill climbing modetiais ~ hile our model performs very well in the exampuiae

characteristics in Claussian environment will peettie should be aware that the statistical vaI|d|Fy ofr ou
output of the process. Many authors have invesiat approach and of any approach that deals with ar err

the problem of non-linear and Gaussian model Thesgroblem, rest upon certain plausible but untestable
) - » ssumption. Finally we present a logical conclusion
includes the studied of the effect of non-Gaussian P y P 9

state spadke>’ ! Effort were made to considered MATERIALSAND METHODS
using modified quadratic hill climbing method tojast

by Goldfield, Quandt and Trotf€ in solving non-  the prediction of measure of dye, in the productén
linear and non-Gaussian contaminated with nontextile material in a stored mass of plastic cargai
negative definite second derivative. These autidiils The developed model was n-dimensional one. It
not, however incorporate the Claussian model in thallowed interpolation and intrapolation analysisl dine
adjustment of the quadratic hill climbing method rate of convergence. For the equation of state espac
originally developed by Goldfield, Quandt and model"®**!

Trottef®, in solving non-linear and non-Gaussian

contained with non-negative definite second derreat Quadratic hill climbing method from Claus
This study’ hereby propose a non-modified quadrati(_’approa.Ch: In order to evaluate the effect of modified

hill climbing method. Let ybe the observed time where dquadratic hill climbing method as applied to narear

time is a measure of days and monghrepresent the @nd non-Gaussian model, its b{gsic detail can bedfau
corresponding latent variables, jare the pseudo Coldfied, Quandt and Trotter Suppose we are
observation and Ris a matrix. Also Jorgens@n interested in the non-linear and non-Gaussian maoiile!

examined Poisson under the influence of exponentiaﬁiensnyp(y/w) with _the efficient algorithms f(_)r a given
family but tail to incorporate it into the modified guess of the solution 0&)'. The new guess in term of
quadratic hill model. Newton Raphson method is given by:

The study is organized as follows; we present a_ . r 1
review of the widely used modified quadratic hill B=Y~IK(@/ V)l ] k(@7 Y) .-, 1)
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Where: and
. dlog(POO
k(w/y)=——2—Z .. .
@V =""5 VR ) Ly -8 17 K]y 582 0 ©
: _0’logpD y-R@)., k) 5< 0
ky) = v
0w Jw'
k = Taken to be the conditional independent i.e.»  The fast algorithm for applying quadratic Hill
as probability ofw given y, then in line with Climbing method is given as:
its principal of;
Vo =YV, €. &~ N(O,N),
(7)

B=y Ky oy 0T KTy 874-N) Veu=0, LY, +5. S ~N(0,Z )

B=[07~K(Y/ &) |y ] (K(Y/ &) |y KV, Y= 67R)
For a proof of the equivalence @& and the
The expression in Eqg. 2 follows the basic idea ofsmoothed value details contact the author . H@nce

Kalman fitter and hence (2) can be rewritten as: can be obtained as the Kalman filter smoothed vafue
W i y as given in (3). The standard approach for theahod
B=[0"+p T p x+67A] () in (7) to estimate the statevariable in nonlinear and

non-Gaussian state space model is given by:
Where:

! _ i
p=-{k(y/ &) L.,J" Vos =1 (V) +S, ©)

and using Taylor expansion about a point

= i oy, Of N
x=y + pklylo) fuly) =F(V) + a‘(:‘)ly:v(vt-vt) ©)
The above methodology can only work well when I

the Hessian matrix is negative definite, otherwlse RESULTSAND DISCUSSION
search and non-modified quadratic hill climbing
method can be introduce to neutralize the effectodf-  £yiension of quadratic hill climbing method to

negative definite. Claussian model: We establishes a relationship
Line search is a process wherekty / @) *k(y/ w) between the state space non-Gaussian model that are

is multiply by an appropriate scala<6<1 in (1) and ~ ¢onditionally independent.
Py by pprop @ The state space model used in this study, evolving

defining: following time instead of row:
B'=y+6(B-v) (4) § v 0
- - Lytlet — N (Ql VIJ ’|: II :| (10)
Which enable the new guess to be computed in aX: Hovo) [0 Tolhs
straightforward manner.
Goldfield, Quandt and Trot#€r shows that the Py,) a 1 (12)

second expansion of\(at y is given by:

Let z] denote the matrix with timez]. The

k(@) = (a —d)'k'(d)+%(a—d)k(d)(a—d) ) . .
covariance becomes:

Will attain the maximum in the region consisting

of y. The logical expression of the modified quadratic (Vt](yt] - N{QtT Z(} {Vt} , {wt 0 } (13)
iterative scheme is given as follows : a H O a 0 Tk

t

* Letz be a positive parameter with a suitable value

o (y‘jl(y“l]w [y] ,F'T OJ (14)
Computep = A +z||k(y)| a, ) Lo y 0
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Pl )a 1 (15)  A=exp(p) (22)

Py, )~N(M,, 16 o _

b)-NM,. G 10 g =p-exptmiexa)- v 2
The expression above is similar to PoissonY=HR+Ay-1

distribution. Let t time be denoted by ij where i

represent days and j represent month, dénote Let (23) be known as Claussian model. Thus

univariate Poisson distribution. Conditional y/p~N@,A) is a Gaussian approximation to the

independent given the variabjgand the vector. condition distributiony / p ~ p, (exp(1 ).
Let Z{ be the i days and j month in the matrix Z

Let G and ¥y =y® be initial values of the
Therefore, the model can be written as:

known variable and let:

i l(y.o0)~R (exp(Za f1 v ) (7)
iy =2z a@=qQ"y”
Where:
Ay = xp(Z a+qy) Hence:
My = Z]T a+qgy
AD = explp® 24
Have a Poisson distribution, while: ! PER™) (24)
X 10+ ¥ ) = NGOG =Y 0 ) (18)  §9 = pO+AYy -1 (25)

is the Markov random field and: The model (25) establish a Claussian state space

Vi ¥, ~ NG ) (19) model, which can be statistically represented as:
The Poisson distribution withA =exp) has Vo=R+Byoatese = NON) (26)
density: Where:
P(y/A):”%‘;('” = exp(ylogh ~ A - log(y)) L4y 1=y,
hence and
log(p/iw) = yu — expf) — log(y") (20) vy, =g +L(+Ay,-)+S,S ~N@O,R (27)

Since an exponential family with a canonical link

function is given by: Which is the proposed non-modified quadratic hills

climbing models.

P(y: 1) = expla (k) + B( ¥) Wk (21) " Table 1: Hill climbing numerical application
Variable Month AIC Kalman filter Convergence
Comparing (20) with (21) bj = exp (1), which is  Xa January 7.799040 119.81180 6
invariant under differentiation with respectitoLetting %2 February — 6.177289 94.74798 5
) : ) X3 March 3.254279 49.44508 4
[ be the point of Taylor expansion: X, April 4.363627 66.63622 4
Xs May 6.890154 105.79740 5
Xs June 3.882320 59.17596 3
dlogp(y; Iu) _ vy, —a-3a@-0) X7 July 3.850472 50.93231 4
oK, Xg August 3.763260 57.33053 4
Xo September  3.468264 52.75810 4
y X10 October 3.872189 59.01893 4
Let y=p, -a'(a-y) and A =&', hence we Xu November 3531503 53.73829 3
have: X1z December  3.703706 56.40745 4
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Since the model (26) and (27) are already in thed.

linear form. We use second approximation o S
therefore:

I (x) =logp, (x)

where, p, is the distribution of S The numerical
application are as shown in Table 1.

The data analysis for non-modified and modified
quadratic hill climbing methods were carried outy.
textile
manufacture industry in Nigeria and the following g

separately using data obtained from a
results were obtained using Claussian model. Thdtre
of non-modified quadratic hill climbing method had
improved
modified quadratic hill climbing method; due to tlaet
that convergence was first obtained only after he
iterative process for modified quadratic hill climb
method and that of non-modified quadratic will

in convergence when compare to the

climbing method
“convergence”. 10.

method and its application area have undergonermajo
developments in this article and we expect thay the
will continue to grow, as statisticians become yull
aware of their important and the tool for perforgin
statistical
developing new tools.

is as shown in the column

CONCLUSION

This piece of research had incorporated the11

Claussian model in the adjustment of the quadralic
climbing method.

In conclusion, modified quadratic till climbing

analysis and note, the challenges of
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