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An Extension of Yoshida, Imoto, Higuchi and Miyano Result
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Abstract: Problem statement: Different approaches to deal with dynamic model mvhe is
studentized are presentétpproach: In this respect, the recursive formula for caldnkatstate space
in the canonical formResults: The asymptotic distribution of their test under linear system for the
gene network and a studentized-dynamic linear matitbl Markov denoising switching for estimating
time-dependent gene network structure were predemferesultant studentized version for gene
network state space model was obtained, as an Vmprent on the original model.
Conclusion/Recommendations. The dynamic model with Markov switching for estiing time-
dependent gene regulatory networks handled thelgmmolf modeling change in an evolving time
series. The studentized version incorporated thaeetimgy change and test for heteroscedasticity.
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INTRODUCTION X, =FX,_, +n, (1)
In this study we develop a new result for Y, =TX, +¢, (2)

application of importance studentized method tdesta
space with Markov switching for estimating gene
regulatory network from time series microarrayWhere: .

experiments. A draw back of dynamic linear modelXt = The observation vector,

with Markov switching for estimating time series- t = 1€ State transaction matrix and

o T; = Observation matrix
dependent gene network structu{eﬁj or (7) is that, it

is crucially dependent on the assumption tleatis It is assumed thah, and ¢ are independent and

normally distributed. The general ideas of importan identically distributed, with  n,~N(0.a)

studentized method are well established in stesisthd ~ ande, ~ N(0,8).The system matrices (FT;) and the
econometrics Cai, Hurvich and Téai Koenkel'”,
Yang and Ts&¥, Lyon and Ts&", Deng and Perréh .
and Silvia, Ferrari and Cribari-Néto following a  Parameten andd respectively.

covariance matrices(a,) may contain unknown

robustification suggested by BicKélwe proposed a The stationary linear problem ie whepalRd T, are
_ Y constant matrices solved by Wietdrand Kailatff’
studentized versmn(wl. and the non-stationary case was solved by Dacheng,

. . | , Xu-Feng and Hulif! Kalman”, Kalman and Budy,
Yoshida, Imoto and Higuch' proposed a simple Kalmar®. Yamaguchi and Higuch?! and Yoshida,

method of estimating time-dependent gene network " Higucht®! stated that if the true network
from time series microarray data by dynamic linear

. o structure underlying the data changes at certaint,po
mod_els with Markov switching and the_ state Spac&ne fitting of the usual dynamic linear model f&il
version was later explored by Yamaguchi and HiguChpgiimate " the structure of gene network, hence the

[_13] in which the state space model was represented Ryficient information from the data cannot be o,

linear system for the gene network. They therefore proposed a dynamic linear model with
A state space model consists of a state equatidn a \jarkov  switching time-dependent gene network

an observation equation. The state equation mdbels structure for time series gene expression datajowit

process of the state while the observation equditit®  taken into consideration the effect of studentizthg

the observations to the states. A standard linksie s model as a test for heteroscedasticity. To sohis th

space model can be written as: problem, we propose a studentized dynamic linear
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model with Markov switching for estimating time gen
network from

where, T, T =D;%

time series gene expression data

s(é)s.The new modification are necessary for Tt01D"1/2(Y‘—5‘):FIXI_1+r][ (5)

conducting test for heteroscedasticity, estimatafn

parameters and their signal extraction of the statevhere,X _, =T2D{"*(Y_,-€. ) +n,

vector.

The study is organized as follows: we introduce th
state model with Markov switching in details andide
a new score test to handle the state space model.

MATERIALSAND METHODS

Gene network state space model for linear system:
The tools and logic for this reseasch are simibathe
work of Yamaguchi and Higudhi! and Yoshida, Imoto
and Higuchi®, when dealing with estimating Time

From Eq. 5 we have:

Tt01Dt_1/2(Yt - st) = FtTt?iD:—lllz(Yt—l - 8[—1) N, (6)

F. is known as the state transition matrix which
captures the intensity of the interaction. By idiotion
of an interaction matrix Msuch thatM, =D;"*TFT*
the state space model represent the linear systethe
gene network as:

Series Dependent Gene Networks from Time Series

Microarray Data. Also Yang and T& for the tools
and process of studentizing test. The state spackim

with Markov switching for estimating time dependent
gene regulatory networks from time series micrgarra

experiment is derived from a vector r observed oamd
variables Ydefined in (2) and xn (1).

The state space model, ¥h its canonical form
implicitly represents a relationship r genes actiose
point see Yoshida, Imoto, Higuéfil. The method is Y

Let (R, T, D) denote the model parameters

depending on the time index, where:

D, =diag{ d ...q} of ¢, such that:

Dt_l/ZTt = LKAIUK (3)
Where:

L, = The matrix of p orthogonal vector length r

AI

values andu; is a px p orthogonal matrix
The in verse of (3) is given as:
T?=U AL, 4)
From Eqg. 1 and 4:
TY, —g) =(TX)T™

Tt01(Yt - et) = TtTt01X t

Ttth_llz(Yt - 81) =X,

The diagonal matrix that contain p singular

Dt_llz(Yt _81) = MtD ;—11/2(Yt—1_8t—1) +D ;l/irtr][ (7)
RESULTSAND DISCUSSION

Result of Studentized gene network state space

model for linear system: The main analytical result of

this study was obtained in (13) as shown below. Let
s(6) denote (7) which can be rewritten as a score test:

{8)= T -e)T (8)

For details prove contact the author.
We begin by establishing a standard score test
from (8). Hence, suppose that:

{8)=TovT ©)
where,V =(Y, -¢,).

Using the ideas of Cait al.””!, Koentel"”, Yang
and Ts&¥, Deng and Perréth and Silviaet al.”, let:

s@ - VT = s(mj P

where, s(cf)) is a standard score test Lyon and Fsai

(10)

therefore:

O
S| @

“ooi (11)
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Koentel"! proposed studentizing the stati%g))

by replacing 20} given in Eq. 11 with L.

0= Z(eui _oug] /n. The resulting studentized score test

can be obtained by substitutipginto Eq. 11 with
regards to Eq. 10:

2.
O O O
s(m) = Zog{wj (12)
Hence: 3.
O O
s(wj = s(ej /e (13)
4,
Where:

O
S e) = The original score test
The standard score test

The proposed studentized score test result.

(7))
TN TN N
€o €1
—
1 1

CONCLUSION

The studentized test result in (13), has elimhate 6
the draw back in the dynamic linear model with
Markov Switching for estimating Time Series 2
Dependent Gene structure in (7), the point raigethé
studentized gene network might plausibly be coneidle
common knowledge, except for the fact that progpsin
tests for heteroscedasticity based on Gaussian
assumption for Markov switching are still being8
investigated. '

The dynamic model with Markov switching for
estimating time-dependent gene regulatory networks
handled the problem of modeling change in an
evolving time series. The studentized version
incorporates the modeling change and test for"
heteroscedasticity. In this study, we establishieel t
studentized version of the dynamic system generated
from the dynamic system itself using the technique;q
based on Gibbs sampling. It is an improvement @n th
state space model with Markov switching for
estimating time-dependent gene-regulatory networks
from time series microarray experiments. We corelud 11,
that the proposed studentised gene network appdxr t
useful, flexible and accurate framework for dynamic
model with Markov switching.
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