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Abstract: Yoga is a type of physical activity that combines physical postures 

with breathing techniques. Cardiovascular disease is the leading cause of 

illness and mortality. Yoga's potential involvement in cardiac recovery can 

be incorporated into cardiovascular rehabilitation. Classifying and evaluating 

yoga exercises using a deep learning framework plays a significant role in 

postoperative recovery. Home based rehabilitation often suffers from a lack 

of patient adherence to prescribed exercise routines, resulting in longer 

treatment times and higher healthcare expenses. This study proposes a 

framework for classifying and evaluating the quality of yoga exercises. The 

ConvNet followed by the deep belief network model is used to create quality 

scores for input movements to evaluate the quality of yoga asanas. 

Additionally, various machine learning algorithms are deployed to identify 

the best performing algorithm. The proposed framework is tested using the 

COCO dataset and the publicly available dataset from KAGGLE. The model 

is implemented using a three stage pipeline. In the first stage, an estimator 

and detector model is used for feature extraction. In the second stage, 

restricted Boltzmann machines are used for dimensionality reduction in two 

steps: The forward pass and the backward pass. Finally, the ConvNet 

followed by the deep belief network is used to classify yoga postures. The 

quaternion data is treated as a multivariate Gaussian variable to create 

Markov random fields. To quantify yoga asanas, the Markov random fields 

network is triggered, and the resulting quaternion point is compared to 

standard pose data, increasing the likelihood that the yoga position is correct. 

The importance of our study is that it allows participants to watch their 

movement in real-time and to obtain a numerical estimate of the accuracy of 

their yoga stance. Using this method, we were able to achieve a precision of 

99.99%, which was previously unattainable on this dataset. Our model is 

more robust than previous models in terms of performance. 

 

Keywords: ConvNet, PCA, Yoga Asanas, Cardiovascular Rehabilitation, 

Performance Assessment 

 

Introduction  

Yoga is one of the most popular physical activities, 

however, there are only very few professional yoga 

instructors. For the vast majority of yoga newbies, self-

study, such as systematically repeating a yoga video, is 

the only method to learn yoga. As a result, they have 

no idea whether their performance was satisfactory or 

not. The goal of appraising yoga stance is to 

statistically analyze yoga postures to accomplish yoga 

pose perception and pose effectiveness (Lei et al., 

2019; Li et al., 2021); it may distinguish between 

separate moves by scrutinizing stance features. The 

most crucial part of yoga practice is good form, as an 

incorrect position could be harmful, therefore result in 

contusion (Swain and McGwin, 2016; Russell et al., 

2016; Wiese et al., 2019). Nevertheless, all participants 

are not able to collaborate with an adept educator. Most 

yoga newbies practice yoga by autodidactism, 

including meticulously viewing a real time yoga 

practice. As a result, assessing yoga positions is critical 

for identifying yoga poses and informing participants 

(Yu and Huang, 2020). Yoga is gaining popularity in 

curative analysis, and a plethora of work has been offered for 

a variety of medicinal uses, particularly intervention 

for a good body image (Neumark-Sztainer et al., 2018; 
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Halliwell et al., 2019), and psychiatric disorders 

(Sathyanarayanan et al., 2019). Yoga can cure numerous 

disorders without the need for medications (Patil et al., 

2011). Among deep learning architectures, CNNs are the 

most frequently used for the field of vision. CNNs 

automatically learn a few representational characteristics 

(Sitaula et al., 2021). Yoga is made up of several 

asanas, each of which symbolizes a static bodily stance 

(Bromley et al., 1993). 

Yoga position evaluation is an onerous undertaking. 

The foremost problem stems from the scarcity of a yoga 

position evaluation baseline because labeling at the image 

level is expensive. Another difficulty stems from a basic 

mismatch between the practitioner's stance and the ideal 

position stance. The clustered characteristics derived from 

deep characteristics from the models which have been 

trained in advance might be much more resilient than a 

unique piece of characteristics (Chen et al., 2020). 

Furthermore, skeleton knowledge may be sturdy 

enough to control this variability. The contrastive 

learning technique was developed to address these 

issues (Chen and He, 2021; Hu et al., 2021; 

Haresamudram et al., 2021).  

The main concept is to use a discriminative learning 

strategy to acquire encoded characteristic depictions, 

wherein slightly closer pairs stay near together and diverse 

sample pairs stay far apart. It has been effectively validated 

in various computer vision usage, including picture 

categorization (Khaertdinov et al., 2021) as well as human 

activity recognition (Chen et al., 2018; 2014). Also, the 

approaches using the skeleton to obtain human body key 

points to determine the correct stance have been proffered 

(Chen et al., 2013).  

We presented a framework for classifying and 

evaluating the quality of yoga for modeling various full 

body stances with increased precision and filling in the 

gaps in posture assessment. Our proffered approach 

doesn’t require any special hardware but a simple web 

camera. The model is implemented using a three stage 

pipeline. In the first stage, an estimator and detector 

model is used for feature extraction. In the second 

stage, restricted Boltzmann machines are used for 

dimensionality reduction. Finally, the ConvNet 

followed by the deep belief network is used to classify 

yoga postures. To quantify yoga asanas, the Markov 

Random Fields network is triggered, and the resulting 

quaternion point is compared to standard pose data, 

increasing the likelihood that the yoga position is 

correct. The suggested method detects the five most 

frequently practiced asanas in real time. 

Virabhadrasana II, Phalakasana, Vrikshasana, Utkata 

Konasana, and Adho Mukha Shvanasana are among 

these asanas. Additionally, we have added a new class 

labeled 'Unknown Pose' to denote if the posture does 

not fit into any of the current asanas. 

Materials and Methods 

The key points which are obtained consist of the mouth, 

nose, left wrist, right wrist, neck, and elbow (Table 1). 

For training we used an image dataset for yoga 

posture categorization adopted from Kaggle, 

(Available online:  Yoga pose image classification 

dataset | Kaggle ) consisting of 45 categories and 1931 

photos broadly categorized under 5 categories namely 

Virabhadrasana II, Phalakasana, Vrikshasana, Utkata 

Konasana, and Adho Mukha Shvanasana. A summary 

of these classifications is provided in Table 2. 

Additionally, for testing, we used an additional dataset 

from different subjects. Methods such as drawing a 

body map (Fig. 1) and using the human skeleton to 

acquire critical spots on the human body to establish 

the proper stance have been proposed. The photos in 

this collection were collected at a variety of different 

resolutions and against a variety of different backdrops. 

The overview of the 45 different types of yoga poses 

included in the dataset (Fig. 2). 

 

Table 1: Key points used 

No. Key points No. Key points 

  0 Mouth 11 Left knee 

  1 Right ear 12 Nose 

  2 Left ear 13 Right eye 

  3 Right shoulder 14 Left eye 

  4 Left shoulder 15 Right wrist 

  5 Neck 16 Left wrist 

  6 Right elbow 17 Right foot 

  7 Left elbow 18 Left foot 

  8 Right hip 

  9 Left hip 

10 Right knee 

file:///C:/Users/PC/Downloads/l
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Table 2: Details of each yoga pose 

S. no. Asana  Posture 

1 Phalakasana (plank)  

 

2 Shvanasana (downdog)  

 

3 Vrikshasana (tree)  

 

4 Utkata konasana (goddess)  

 

5 Virabhadrasana (warrior 2)  

 

 

 

Fig. 1: Body map capture for obtaining key points 
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Fig. 2: A summary of 45 kinds of yoga positions included in the dataset 
 

Methodology 

This research proposes a framework for categorizing 

and evaluating the quality of yoga workouts. The quality 

of movement is evaluated, and a scoring procedure is 

used. A deep learning model is used to provide quality 

scores for input motions for judging the quality of yoga 

asanas. Furthermore, multiple machine learning 

algorithms are used to find the best-performing model. The 

proposed framework is validated using the COCO dataset 

and a publicly available dataset from KAGGLE, which 

combines a diverse population with 1931 photos and 45 

categories. The proposed model is built in three stages, 

the first of which is an estimator and detector model 

used for feature extraction. For training, the estimator 

uses a heat map. There are two ways to use detector. The 

foremost is in box type mode and the second is in 

alignment and positioning mode, where scale along with 

the angle is calculated. Secondly, restricted Boltzmann 

machines are implemented in two steps i.e., forward pass 

and backward pass. RBMs are composed of two layers, 

visible and hidden units. Every exposed unit is linked to 

every hidden unit. RBMs have no output nodes and have a 

bias unit that is coupled to all the visible and hidden units. In 

the forward pass, RBMs take the inputs and transform them 

into a collection of integers that encodes the inputs. RBMs 

combine each input with its weighting and a single overall 

bias. The output is sent to the hidden layer by the algorithm. 

RBMs take that collection of integers and transform those to 

generate the recreated inputs in the backward pass. Every 

exposed node extracts a minimal characteristic from a 

learning item in the database. The output of the node, or the 

intensity of the signal traveling through it, is determined by 

the outcome of these two procedures, which are supplied into 

an activation function. Lastly, ConvNet followed by Deep 

Belief Network (DBN) intends to categorize yoga postures. 

The Greedy learning algorithm is used to pre-train DBN. For 

learning the top-down, generative weights, the greedy 

learning method employs a layer by layer approach. These 

generative weights define the relationship between 
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variables in one layer and variables in the layer above. 

On the top two hidden layers, numerous steps of Gibbs 

sampling in DBN are conducted. The top two hidden 

layers define the RBM, thus this stage is effectively 

extracting a sample from it. The sample is obtained 

from the visible units using a single pass of ancestral 

sampling over the rest of the model. A single, bottom-

up pass can be used to infer the values of the latent 

variables in each layer. In the lowest layer, greedy 

pretraining begins with an observed data vector. It then 

oppositely fine-tunes the generating weights. The 

quaternion data is treated as a multivariate Gaussian 

variable to build Markov random fields. To quantify 

yoga asanas, the Markov random fields network is 

triggered, and the resulting quaternion point is 

compared to standard pose data. 

In Markov random field likelihood function p over 

variables y1, yn formed by an undirected graph U, the 

nodes of which correlate to variables yi. Where C is the 

set of cliques (i.e., completely connected subgraphs) of 

U, and each factor f is a non-negative function over the 

parameters in a clique, the probability p has the form 

shown in Eq. 1: 

 

1

1
( ,... ) 0 ( )n f S f fp y y y

X
  (1) 

 

where: 

 

1 ,...,
0 ( )

n
f S f fy y

X y=   

 

The probability function of the Gaussian variable 

pertaining to each body part is employed to assess the 

yoga stance. 

Skeleton Extraction 

The estimator and detector model is used for feature 
extraction. For training, the estimator uses a heat map. 
There are two ways to use detector. The first is in box 
mode, and the second is in alignment mode. In the 
second stage, for dimensionality reduction Restricted 
Boltzmann Machines are implemented in two steps i.e., 
forward pass and backward pass. Lastly, ConvNet 
followed by deep belief network intends to categorize 
yoga postures. The quaternion data is treated as a 
multivariate Gaussian variable to build Markov random 
fields. To quantify yoga asanas, the Markov random 
fields network is triggered, and the resulting quaternion 
point is compared to standard pose data. The 
probability function of the Gaussian variable pertaining 
to each body part is employed to assess the yoga stance. 
Consider px-gem to be the quaternion rotations. Before 
beginning the training, it is important to do a posture 

calibration. When the calibration is complete, pscaled,x-gem 
will be recorded for the quaternion data points. Local 
coordinate systems are fixed and the expression is expressed 
in O-xyz. Additionally, O1-x1y1z1 and O2-x2y2z2 

comparative to Oref-xrefyrefzref have been considered 
beforehand with pini1-interface and pini2-interface values given 
in Eq. 2 and 3 respectively: 

 

1

2 2
0, , ,0

2 2
ini interfacep −

 
=   
 

 (2) 

 

and: 

 

2

1 1 1 1
, , , ,

2 2 2 2
ini interfacep −

 
= − − 
 

  (3) 

 

px(interface) is quaternion obtained in real time and is 

obtained from Eq. 4 and 5 respectively: 

 
1

( ) 1 ,x interface ini interface scaled x gemp p p px gem−

− −=   −  

 

 0,1,6,7,8,9,10x   (4) 

 
1

( ) 2 ,x interface ini interface scaled x gemp p p px gem−

− −=   −  

 

 2,3,4,5x   (5) 

 

Model 

We propose three stages deep learning pipeline for the 

classification of a given image to the corresponding yoga 

pose. Figure 3 depicts a block schematic of the proposed 

system for assessing yoga asanas. The skeletal joint 

coordinates are processed through dimensionality 

reduction, which is then utilized to train a NN model 

followed by a deep belief network for performance 

assessment and scoring mapping to produce movement 

quality scores for yoga asanas. The trained ConvNet 

model followed by a deep belief network creates 

movement scores for input data. 

Dimensionality reduction of collected data is a key 

stage in analyzing different movements because it 

suppresses insignificant, redundant, or highly linked 

variables. Restricted Boltzmann machines are used for 

Dimensionality reduction. RBMs are composed of two 

layers: Units that are visible and units that are hidden. 

Every exposed unit is linked to every hidden unit. 

RBMs have no output nodes and have a bias unit that 

is coupled to all the visible and hidden units. Forward 

pass and backward pass are the two steps of 

file:///C:/Users/PC/Downloads/l
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implementation. In the forward pass, RBMs take the 

inputs and transform them into a collection of integers that 

encodes the inputs. RBMs combine each input with its 

weighting and a single overall bias. The output is sent to 

the hidden layer by the algorithm. RBMs take that 

collection of integers and transform those to generate 

the recreated inputs in the backward pass. Every 

exposed node extracts a minimal characteristic from a 

learning item in the database. The output of the node, 

or the intensity of the signal traveling through it, is 

determined by the outcome of these two procedures, 

which are supplied into an activation function. The 

framework includes feature extraction, dimensionality 

reduction methods, performance measurements, 

scoring algorithms, and deep learning models. This 

study highlights the use of deep learning models for 

evaluating yoga exercises. The merits of NNs for this 

task stem from their ability to describe human 

movements hierarchically at several temporal and 

spatial abstraction levels. These models improve the 

ability to "understand" the degrees of hierarchy and the 

intricate spatiotemporal relationships in human 

movement data. The deep learning model utilized in 

this case is CNN followed by the deep belief network. 

They are widely used to solve pattern recognition 

difficulties and intend to categorize yoga postures. The 

quaternion data acquired for yoga asanas evaluation is 

treated as a multivariate Gaussian variable. 

 To quantify yoga asanas, the Markov random fields 

network is triggered, and the resulting quaternion point is 

compared to standard pose data, raising the likelihood that 

the yoga position is more similar to the proper stance. The 

softmax layer provides the likelihood of each yoga in 

each instance. This number is thresholded to detect 

instances in which the user is not practicing yoga, and 

the impact of pooling has been evaluated. CNN layer 

containing 16 filters of size 3 × 3 and ReLU activation 

is used. For faster convergence, batch normalization is 

performed on the CNN output.  

This is succeeded by a dropout layer, which lowers a 

fragment of the weight on a randomized basis to 

prevent overfitting. This output is thresholded to detect 

whether the user is practicing yoga or not. Figure 4 

represents the structured system architecture of CNN 

and Fig. 5 represents the architecture of the deep belief 

network. Our technique tries to recognize a performer's 

yoga asanas automatically from images and live videos. 

The procedure can be broken down into four distinct 

steps. To begin, data collection is carried out, which 

may be a real time operation running concurrently with 

detection or previously recorded instances. Second, 

estimator and detector are used to locate the joint 

locations, followed by bipartite matching and parsing. 

This is followed by dimensionality reduction using 

restricted Boltzmann machines. Lastly, ConvNet 

followed by deep belief network intends to categorize 

yoga postures.  

The quaternion data is treated as a multivariate 

Gaussian variable to build Markov random fields. To 

quantify yoga asanas, the Markov random fields 

network is triggered, and the resulting quaternion point 

is compared to standard pose data, raising the 

likelihood that the yoga position is more similar to the 

proper stance. The importance of our study is that it 

will allow participants to watch their movement in real-

time, as well as gain a numerical estimate accuracy of 

their yoga stance. 

 

 

Fig. 3: Schematic of the proposed system for assessing yoga asanas 
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Fig. 4: The structured system architecture of CNN 

 

 
 

Fig. 5: Deep belief network 

 

Training 

Our objective is to accurately classify and assess the 

yoga asanas. To begin, key point characteristics are 

retrieved. With estimator and detector and recording 

the joint orientation data, followed by dimensionality 

reduction, asanas are predicted using the proposed 

model. The categorical cross-entropy loss function is 

utilized because it is well-suited for evaluating the 

output of a fully connected layer when Softmax 

activation is used. Adam optimizer with an initial 

learning rate of 0.0001 and no decay is utilized. The 

joint estimation model is passed as a regression 

problem and trained to optimize the mean square error 

loss function trained with the COCO dataset. This 

model is trained until convergence and validated with 

a validation dataset. 

On a PC with an Intel i7 7700HQ processor, 64GB 

RAM, and an Nvidia GTX 960M GPU, the model was 

trained for 100 epochs. After 100 epochs of training, the 

proffered method achieved 99.99% on validation data.  

The training takes approximately 21 sec for each epoch, 

which is quite fast given the minimal inputs and concise 

design. Figure 6 and 7 illustrate the evolution of the 

precision and loss function, correspondingly, throughout 

training. Initially, the training and testing precision grows 

rapidly, with the validation accuracy remaining greater 

than the training accuracy. For future testing, the weights 

of the best suitable model with the highest accuracy rate 

are retained. Training and validation loss have reduced 

uniformly, and training was terminated when the 

difference in loss between epochs was less than 0.001. 

This condition was sufficient to conclude that model has 

converged to local minima. 
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Fig. 6: Model accuracy over the epochs 
 

 
 
Fig. 7: Model loss over the epochs 

Results 

The final stage displays real-time prediction results for a 

diverse range of people using the webcam and all 

conceivable variants using the thresholding algorithm. 

The model predicts yoga poses if the confidence of the 

model is more than 0.8 for prediction otherwise the model 

outputs ‘Unknown Pose’ when the confidence value is 

less than the desired threshold. This threshold is a 

hyperparameter and was chosen empirically after a test 

run with different values. After 100 epochs of training, the 

proffered method achieved 99.99% on validation data. 

Apart from Virabhadrasana for test situations, the 

performance is much above and close to ideal in the majority 

of asanas. Shvanasana was incorrectly classified as 

Phalakasana. Similarly, Vrikshasana is occasionally 

misclassified as Utkata Konasana. This discrepancy could be 

explained by the fact that both asanas performed have the 

first stages of creation extremely similar. This can be 

rectified with the addition of more data for training and 

adding regularization using a deeper classification model but 

these are beyond the scope of this project and will be 

explored in future works. Moreover, various machine 

learning algorithms are deployed to obtain the best-

performing algorithm which is compared to our Proposed 

Model. Our proposed model outperforms all other methods 

employed. Table 3 lists all the algorithms that were 

employed and Fig. 8 gives a graphical representation of the 

accuracies obtained. Yoga poses were classified and assessed 

using the most accurate model as shown in Fig. 9.

Table 3: Algorithms employed to compare with ConvNet 

Algorithms Accuracy (%) 

Logistic regression 88.49 

Ridge classifier 88.49 

Random forest 92.33 

Gradient boosting 92.65 

K nearest neighbor 85.62 

Proposed ConvNet model 99.99 

 

 
 

Fig. 8: Graphical representation of accuracies
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Fig. 9: Classification and evaluation of yoga pose 

 

Prediction in Real Time Via Thresholding 

Real time predictions can be made using any RGB 

webcam. Numerous individuals were involved in the 

data gathering and real time prediction process. All 

participants performed asanas indoors at 2-3 m from 

the camera. A threshold was used to the softmax output 

to infer whether or not the user was executing one of 

the asanas. A threshold value of 0.80 has been 

determined to be desirable, as a less value resulted in 

false positives in the 'Unknown Pose' situation, but a 

greater value resulted in true negatives when asana was 

carried out. Thus, estimator and detector's net 

resolution options can be changed by the user for rapid 

but less accurate results. Figure 10 represents the 

prediction of yoga asanas in real-time. 

Performance Metrics 

Table 4 represents the performance metrics of our model. 

Classification Precision 

It is the ratio of several accurate predictions and the 

total number of samples in the input. It works if each class 

has an equivalent number of observations: 
 

Number of correct predictions
Accuracy

Total number of predictions made
=  

 

 

Fig. 10: Prediction of yoga asanas in real-time 

 

Confusion Matrix 

The confusion matrix produces a matrix that highlights 

the overall performance of the model. Figure 11 represents 

the confusion matrix of our model. 

There are four important terms to remember: 

 

True Positive:  Instances in which we anticipated YES 

and the real outcome was likewise YES 

True Negative:  When we anticipated NO and the real 

output was NO 

False Positive:  When we anticipate YES but the real 

result was NO 

False Negative: When we anticipated NO and the real 

result was YES 

 

The matrix's precision may be measured by taking 

the average of the values spanning over the "major 

diagonal," i.e.: 

 

True Positive True Negative
Accuracy

Total sample

+
=  
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Fig. 11: Confusion matrix for the proposed model 
 

Area Under Curve 

One of the most used measures for assessment is Area 

Under Curve (AUC). The AUC of a classifier is the probability 

that it would score a randomly picked positive example higher 

than a randomly selected negative example. Let us first define 

fundamental words before delving into AUC: 

True Positive Rate (Sensitivity): TPR is defined as: 

 

( )

True Positive
Accuracy

False Negative True Positive
=

+
 

 

 True negative rate (specificity): TNR is defined as: 

 

( )

True Negative
Accuracy

False Positive True Negative
=

+
 

 

False Positive Rate (FP): FP is defined as: 

 

( )

False Positive
Accuracy

False Positive True Negative
=

+
 

 

The false positive rate and true positive rate each have 

values between 0 and 1. FPR and TPR are calculated at 

various threshold values (0.00, 0.02, 0.04...., 1.00), and a 

graph (Fig. 12) is obtained. AUC is defined as the area 

under the curve of a plot of false positive rate vs true 

positive rate at various positions in [0, 1]. 

 

 

Fig. 12: AUC for false positive rate vs true positive rate 

 

F1-Score 

The F1-score is used to determine whether or not a test 

is correct. The F1-score is defined as the harmonic mean 

of accuracy and recall. F1-score has a range of [0, 1]. It 

represents the classifier's exactness and resilience. 

F1-score attempts to strike a compromise between 

precision and recall: 

 

1 2*
( )

Recall Precision
F

Recall Precision


=

+
 

 

Precision 

It is defined as a ratio of correct positive outcomes and 

positive results predicted: 

 

( )

True Positive

True Positive False Positive+
 

 

Recall 

It is defined as the ratio of the number of correct 

positive outcomes and a total number of relevant 

instances: 

 

( )

True Positive

True Positive False Negative+

 

Table 4:  Performance metrics of the proposed model 

Performance metrics      

Precision [10 1 1.0000 0.4076900    0] 

Recall [10 1 0.9816 1.0000000 0] 

F1-score [10 1 0.9907 0.5792397 0] 

Average [79 59 109.0000 53.0000000 75] 
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Discussion 

The study presents a unique methodology for 

assessing yoga asanas using deep learning. The system 

includes performance indicators, scoring systems, and 

deep learning model. The amount of consistency in 

captured rehabilitative motions is quantified using 

common measures. NNs are trained for each workout with 

the inferred outputs being quality ratings for inputs 

consisting of exercise repetitions. Restricted Boltzmann 

machines are used for dimensionality reduction. RBMs 

are composed of two layers, visible and hidden units. 

Every exposed unit is linked to every hidden unit. RBMs 

have no output nodes and have a bias unit that is coupled 

to all the visible and hidden units. In the forward pass, 

RBMs take the inputs and transform them into a collection 

of integers that encodes the inputs. RBMs take that 

collection of integers and transform those to generate the 

recreated inputs in the backward pass. Every exposed 

node extracts a minimal characteristic from a learning 

item in the database. The output of the node, or the 

intensity of the signal traveling through it, is determined 

by the outcome of these two procedures, which are 

supplied into an activation function. Lastly, ConvNet 

followed by deep belief network intends to categorize 

yoga postures. The quaternion data is treated as a 

multivariate Gaussian variable to build Markov random 

fields. To quantify yoga asanas, the Markov random fields 

network is triggered, and the resulting quaternion point is 

compared to standard pose data, raising the likelihood that 

the yoga position is more similar to the proper stance. 

Moreover, various machine learning algorithms are 

deployed to obtain the best performing algorithm. 

Compared to model less techniques, probabilistic 

approaches, have enhanced capacity to manage the 

inherent variability and measurement uncertainty in 

human movement data. The importance of our study is 

that it will allow participants to watch their movement 

in real-time, as well as gain a numerical estimate 

accuracy of their yoga stance. Using this method, we 

were able to reach a precision of 99.99%, which was 

previously unattainable. In future work, we will seek to 

solve the study's weaknesses, focusing on a thorough 

validation of the framework of yoga asanas done by 

learners and labeled by a panel of experts who will award 

quality scores. We will validate the suggested technique 

by measuring muscle activation. 

Table 5 compares a few existing methods to our 

suggested solution. Our accuracy was greater than the 

model proposed by Yadav et al. (2019). It should be noted 

that we modeled and tested a greater number of postures. 

Additionally, they have not utilized the yoga 

identification system to analyze and lead the yoga practice 

poses. AdaBoost algorithm (Trejo and Yuan, 2018), and 

Open Pose (Qiao et al., 2017) were widely employed in 

yoga. They replicated only a few yoga postures without 

body folding and the accuracy of recognition was lower 

than that of our proposed strategy. In the Star skeleton 

template (Chen et al., 2018), two cameras were utilized to 

distinguish 12 yoga positions, and visual input was 

employed to provide feedback. Replication of motion 

(Luo et al., 2011) was a similar approach for recognizing 

and evaluating Yoga postures. Our proposed approach 

shows the greatest precision as compared to previous 

approaches (Huang et al., 2014). Recently, a CNN-LSTM 

hybrid was developed and used for tasks such as sentiment 

classification (Wang et al., 2016), text classification 

(Zhou et al., 2015), cardiac diagnosis (Oh et al., 2018), 

anti-spoofing of faces (Xu et al., 2015). 

Outcomes of Posture Recognition 

To build the classifier, 70% of the data is selected for 

training and 30% of the data is used for testing. 45 

categories broadly classified into 5 are used throughout 

the training period. The proposed detection method was 

implemented using cumulative probability. Certain 

postures were too similar to others, which slightly reduced 

the accuracy of the detection.

 

Table 5: Comparative study of several ways for recognizing and evaluating yoga 

Technique Detector Accuracy of posture classification Posture grading  

Deep learning (Yadav et al., 2019) RGB webcam 98.92% No 

AdaBoost algorithm (Trejo and Yuan., 2018) A depth sensor 

                                                                                  based camera 94.78% No 

Open pose  An RGB camera Not applicable No 

(Qiao et al., 2017) 

Template star 

skeleton  

(Chen et al., 2018) Two cameras 94.30% Yes 

Motion replication  

(Luo et al., 2011) 16 IMUs and 6 tactors Not applicable No 

Star skeleton 

(Huang et al., 2014) Kinect 99.33% No     

Proposed model Webcam 99.99% Yes
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Findings from the Posture Evaluation 

In training data, 30% of the database contained data on 
yoga postures performed both conventionally and in an 
intentionally non-standard manner. During the training 
stage, the network was trained using the quaternion data 
from the training set. The evaluation stage included 
testing with both conventional and non-standard postures. 
The probabilities of nonstandard components were 
virtually all less than 0.3, whereas probabilities of 
standard portions were almost uniformly greater than 0.5. 
The recognition outcome demonstrates that the two stage 
classifier is capable of effectively discerning yoga 
postures and obtaining high accuracy. The proposed 
recognition approach has the potential to efficiently 
reduce noisy outcomes using cumulative probability, and 
enhanced precision in recognition. 

Conclusion 

This research proffers a full-body posture modeling 

and assessment method to recognize and assess yoga 

asanas. Movement quality is assessed and a scoring method 

is employed to translate these statistics into an overall 

movement quality score. Furthermore, a variety of Machine 

Learning algorithms are employed to determine which 

method is the most effective when compared to the Proposed 

Model. The proposed model is executed in three stages; the 

first stage involves the deployment of an estimator and 

detector model for feature extraction. Secondly, for 

dimensionality reduction, Restricted Boltzmann machines 

are implemented in two steps i.e., forward pass and backward 

pass. Lastly, ConvNet followed by deep belief network 

intends to categorize yoga postures. The significance of our 

study is that it will enable participants to observe their 

movements in real-time while also obtaining a numerical 

evaluation of how precise their yoga stance is and how far 

they are from the ideal pose. We can achieve a precision of 

99.99% with this strategy, which was previously 

unreachable. Since it was trained on a large dataset, our 

model is more robust in terms of performance than previous 

models. It's worth noting that our solution eliminates the need 

for any special hardware for yoga posture recognition and 

can be implemented using input from a standard RGB 

camera thereby reducing the hardware cost. Additionally, the 

system can be deployed on a portable device to provide real-

time prediction and self-training. This study provides an 

example of how activity recognition systems can be used in 

practical applications. A related approach may be used to 

recognize postures in a variety of contexts, including 

surveillance, athletics, healthcare, and image categorization. 
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