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Abstract: This paper has proposed the technique in order to remove salt-
and-pepper noise from the corrupted image. The proposed scheme consists 
of two steps. The first, the adaptive median filter is applied to noisy image 
for detecting noisy and noise-free pixels. Finally, the output image of 
previous step will be divided into many non-overlapping windows of which 
the noise-free pixel values are used to compute the new pixel value by the 
Shepard method. The experiment results of our approach had shown the 
better performance than the existing method. 
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Introduction  

The output images of the transmission system and 
camera sensor are always contaminated with the impulse 
noises. The impulse noises have two common types 
which are Salt-and-Pepper (SPN) noise and random 
valued noise (Bovik, 2005). In this research, we have 
focused on the SPN. The SPN model of the corrupted 
image y which is defined as follow: 
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where, p + q denote the total probability of occurrence of 
SPN, x denote the original image, [smin, smax] denote the 
dynamic range of the pixel values of the image x(smin≤ 
x(i,j)≤smax) and (i,j) denote the pixel location. In this 
study, the original and corrupted image with size M × N 
is the gray image. The pixel location (i,j) can be defined 
as (i,j)∈A ≡ {1,...,M} ×{1,...,N}. There are many 
methods have tried to restore the corrupted images with 
SPN. Each method will be introduced as follows. 

For the SPN filtering techniques, they can be 
classified into two categories which are the median-
based and non-median-based filtering. The first category 
is the median filter (MF) (Bovik, 2005). It is widely used 
for the SPN filtering. It is a faster and non-complexity 

method which is the best performance for the low-level 
noise density of SPN. The other is the Adaptive Median 
Filter (AMF) (Gonzalez and Woods, 2006), this method 
has improved the MF by increasing the window size of 
sliding window for the median value finding. The next 
approach is the Center Weight Median filter (CWM) 
which has proposed by (Ko and Lee, 1991). It has 
applied the weight adjustment to the center pixel value of 
each sliding window before the median filter has 
employed. The next method is the Progressive Switching 
median filter (PSW) (Wang and Zhang, 1999). It 
contains two phases that are the noise detection and 
restoration phases. The two steps have repeated 
operation to noisy image. The other method is the 
Adaptive Center Weight Median filter (ACWM)   
(Chen and Wu, 2001). It has used the different of the 
resulting image of CWM and the corrupted image to 
detect the noisy pixel before the median value is replaced 
on the noise candidate pixel. The next method is the 
Decision-Based Algorithm (DBA) (Srinivasan and 
Ebenezer, 2007), this method uses the maximal and 
minimal values of the dynamic range in order to identify 
the noisy pixels. In the next phase, the median value of 
window or the neighboring value will replace the noisy 
pixel. For the method in (Toh and Isa, 2010), it is the 
Noise Adaptive Fuzzy Switching Median filter 
(NASFM) which applies the fuzzy rule to the histogram 
of the corrupted image for noise detecting. Next step, the 
median value of sub-window will replace on the noisy 
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pixel. The other method is the Modified Decision Based 
Unsymmetric Trimmed Median Filter (MDBUTMF) 
(Esakkirajan et al., 2011), it has proposed the restoring 
of the corrupted pixel with the trimmed median value. 
The next method is the Fast Switch Based Median-Mean 
Filter (FSBMMF) (Vijaykumar et al., 2014), this method 
uses the maximum and minimum pixel values to classify 
the corrupted pixel. In the next stage, the median or 
mean value based on the number of the uncorrupted 
pixels of sub-window will replace the noisy pixel. The 
last method is the Continued Fractions Interpolation 
Filter (CFIF) (Bai et al., 2014), this technique is 
classified as the non-median-base filter group. It 
applies the continued fractions interpolation method in 
order to calculate the new pixel value of the corrupted 
pixel after the noise detection step. It uses the same 
noise detection method as FSBMMF. 

In this study, we will show the technique to remove 
the SPN. Our method consists of two steps. The first 
step, we use the AMF to detect the SPN on the corrupted 
image as presented in (Nikolova et al., 2008). Finally, 
the new pixel value which calculate by using the noise-
free pixels of the divided window to restore the noisy 
pixel. In the calculating method, it use the Shepard 
interpolation method (Shepard, 1968).  

Brief Description of Shepard Interpolation 

Method  

In this study, we have used the Shepard interpolation 
method (Shep) in order to interpolate the new pixel value 
of the corrupted pixel. This approach is the simple 
method for the scatter data interpolation. It usually uses 
on the surface interpolating in the geography system or 
computer graphic. For Several improved Shep methods, 
they have proposed by many authors as shown in 
(Barnhill, 1977; Gordon and Wixom, 1978; 
Pmathrmacuteal et al., 2009). In this section, we use Fig. 
1 to describe the Shep method. The form of this method 
is defined as shown in (2). From Fig. 1, the known value 
points which represent by y(ik,jk) (k = 1,...,K) are black 
squares and the unknown value point which represent by 
z(i0,j0) is the white square. For the known points, they are 
used to interpolate value of the unknown point as shown 
in the following form:  
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where, wk(i0,j0) = (dk)

2 is the weight function and 

( ) ( )
2 2

0 0k k k
d i i j j= − + − is the Euclidian distance 

between (i0,j0) and (ik,jk). 

 
 

Fig. 1. The scatter data 

 

Proposed Method  

For our method, it contains two steps. The first step 
presents the noise detecting and the last step shows that 
the Shep method is used for removing SPN. The detail of 
each step will describe as follows. 

Salt-and-Pepper Noise Identification 

Algorithm 1 AMF  

For each pixel (i,j)∈A of contaminated image y and 
restored image Yf, do  
1) Initialize w = 1, h = 1, wmax = 39.  
2) Compute 

min max
,

w w w
med

S S and S .  

3) If
min max

w w w
med

S S S< < , go to step 5);  

Otherwise, w = w + h  
4) If w≤wmax, go to step 2); 
Otherwise Yf(i,j) = 

max
w

med
S and stop.  

5) If ( )
min max

,

w w

S y i j S< < ,(i,j) is uncorrupted, 

Yf(i,j) = y(i,j); Otherwise Yf(i,j) 
w

med
S and stop.  

 
For this step, we must search the noise-free and noisy 

pixels on the corrupted image to generate noisy and 
noise-free pixel sets, vertical and horizontal pixel 
location arrays and mask image. The noise-free pixel 
positions, which will obtain from this step, are used to 
calculate the new pixel value for replacing the noisy 
pixel by the Shep method. We use the AMF to detect 
the SPN on the corrupted image as described in 
(Nikolova et al., 2008). The AMF algorithm is shown in 
Algorithm 1. We define symbols 

min max
, ,

w w w
med

S S S , to 

denote minimum, maximum and median values of sub-
window S with size w, respectively. 

The noisy pixel set Nf can detect by comparing the 
restored image Yf of AMF with the corrupted image y 
with size M × N. This detecting will generate the 
corrupted pixel set as: 
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( ) ( ) ( ){ }, : , ,n fN i j A Y i j y i j= ∈ ≠  (3) 

 
where, (i,j) is the noisy pixel location. For the noise-free 
pixel set Nf, it defines as: 
 

( ) ( ) ( ){ }, : , ,f fN i j A Y i j y i j= ∈ =  (4) 

 
where, Nf = A\Nn. In this step, the noise density Nd is 
calculated as: 
 

100
c

d

N
N

MN
= ×  (5) 

 
where, Nc is the number of the member in the set Nn. 
This parameter is used to define the non-overlapping 
window size wd as show in Table 1. These non-
overlapping window size wd values have obtained 
from process of trial and error. This process will be 
shown in section 4.2. 

After the noisy and noise-free pixels sets were 
created, we have made the mask image Mn with size M × 
N by using the condition of Noisy and noise-free pixel 
sets. The mask image form is given by: 
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If Mn(i,j) equals one, this location is the noisy pixel, 

while the noise-free pixels represent Mn(i,j) = 0.  
For the vertical Lv and horizontal Lh pixel location 

arrays with size M × N, they will be created by (7) and 
(8). The form of Lv is defined as: 
 

( ) ( ), ; ,
v

L i j i i j A= ∈  (7) 

 
and The form of Lh is given by: 
 

( ) ( ), ; ,
h

L i j j i j A= ∈  (8) 

 
Noise Restoration  

In this section, the restored image Yf, mask image Mn, 
vertical Lv and horizontal Lh pixel location arrays was 
divided into non-overlapping windows as shown in Fig. 
2 which similar to (Chang et al., 2007; Cumpim et al., 
2016) before the restoring noisy pixels process is started. 
We define SYf, SMn, SLv and SLh as non-overlapping 
window of the restored image, mask image, vertical and 
horizontal pixel location, respectively. The non-
overlapping window size is defined as wv × wh where wh 
= wv = wd. We can define the non-overlapping window 
wd as shown in Table 1.  

 
 

Fig. 2. Dividing image as sub-windows 
 
Table 1. Window size of sub-window  

Noise density (Nd%)  Window size (wd)  

Nd ≤ 20 3  

20 < Nd ≤ 50 4  

50 < Nd ≤ 70  7  

70 < Nd ≤ 80 8  
Nd > 80 12  

 
After the dividing process has finished, the restored 

noisy pixels is begun by using Shep method. In each non-
overlapping window of SYf, SMn, SLv and SLh, they must 
locate as the same position. We use (2) to calculate the new 
pixel value of each noisy pixel in SYf. The noisy and noise-
free pixel can be checked by the value of SMn. We define the 
new pixel value as z(i0,j0) in (2) and define all of noise-free 
pixel values of SYf as y(ik,jk) (k = 1,...,K) where K is the 
number of noise-free pixels of SYf. For the location of noisy 
pixel (i0,j0), it obtain from SLv and SLh by checking the 
location on SMn. Besides, the location of noise-free pixels 
(ik,jk); (k = 1,...,K)  can obtain from SLv and SLh too. After we 
define variables in (2), the noisy pixel value in each non-
overlapping window can be calculated by (2). 

Experiment and Results  

We implement our method to comparing with the 
conventional methods: (MF) (Bovik, 2005), (AMF) 
(Gonzalez and Woods, 2006), FSBMMF      
(Vijaykumar et al., 2014), CFIF (Bai et al., 2014) and 
(Chang et al., 2007; Cumpim et al., 2016). The MATLAB 
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software is applied in order to implement every method. 
We use four grey images with size 512×512, which are 
Baboon, Barbara, Boat and Lena images as shown in Fig. 
3. They are tested by our method and conventional 
methods. These images are added the SPN with the noise 
density from 10 to 90% as shown in Fig. 4. 

For the evaluating of this experiment, we have used the 
Peak Signal-to-Noise Ratio (PSNR) (Bovik, 2005), Mean 
of Structural Similarity Index (MSSIM) (Wang et al., 
2004), Signal-to-Noise Ratio in spatial domain (SNR) 
(Gonzalez and Woods, 2006) and visual quality of the 
resulting images. For PSNR, it is given by: 
 

( ) ( )( )
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10log
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= =
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where, x and z denote an original and filtering images 
and M × N is a size of both images. For MSSIM, it can 
be defined as follow: 
 

( )
1 1

1
,

M N

i j

MSSIM SSIM i j
MN

= =

= ∑∑  (10) 

 
where, SSIM is expressed by: 
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where, SSIM denotes the structural similarity index, µx 
and µz denote the mean of the original and restored 
images, σx and σz denotes the standard deviation of the 
original and restored images, σxz denotes the covariance 
of x and z and the constants are represented by C1 and 
C2. resulting images. For SNR, it is given by: 
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and can be defined as follow MSSIM  

Noise Removal Performance  

For Table 2 and, it shows that the proposed method 
is higher than the other methods. Although the 
proposed method is lower PSNR than the existing 
methods between 10 and 40% noise density level, the 
proposed method is higher PSNR than the 
conventional method between 50 and 90% noise 
density level.  

For Table 3, our method is higher MSSIM than the 
other methods. For 10 and 30% noise density level, the 
proposed method is lower MSSIM than the existing 
methods, while the proposed method is higher MSSIM 
than the conventional methods between 40 and 90% 
noise density level. 

 
Table 2. PSNR of different methods  

  Noise density (%) 

  ---------------------------------------------------------------------------------------------------------------- 

Images Methods 10 20 30 40 50 60 70 80 90 

Baboon AMF 28.30  27.18  25.88  24.69  23.52  22.39  21.31  20.17  18.70  

FSBMMF  32.84  29.40  27.20  25.53  24.01  22.73  21.43  20.24  18.64  

CFIF  32.32  28.92  26.73  25.12  23.85  22.73  21.74  20.82  19.63  

(Cumpim et al. 2016)  32.82  29.66  27.68  26.57  25.35  24.44  23.46  22.56  21.11  

Proposed  32.82  29.66  27.87  26.57  25.35  24.44  23.46  22.56  21.38  

Barbara AMF 28.81  27.69  26.42  25.21  24.07  23.03  21.95  20.70  19.11  

FSBMMF  33.17  29.83  27.71  26.04  24.62  23.28  21.92  20.17  17.94  

CFIF  31.96  28.77  26.86  25.47  24.28  23.28  22.32  21.07  19.05  

(Cumpim et al. 2016)  33.40  30.28  28.36  27.20  26.02  25.05  24.10  23.07  21.58  

Proposed  33.40  30.28  28.62  27.20  26.02  25.05  24.10  23.07  21.93  

Boat AMF 23.04  23.00  22.91  22.86  22.67  22.33  21.55  18.11  10.83  

FSBMMF  33.96  32.14  30.18  28.56  27.25  25.68  24.28  22.65  20.23  

CFIF  37.92  34.03  31.35  29.18  27.58  25.54  23.58  21.50  18.67  

(Cumpim et al. 2016)  37.84  34.32  31.66  29.50  27.74  25.99  24.24  22.59  20.19  

Proposed  37.84  34.32  31.66  29.87  28.81  27.46  26.27  25.23  23.07  

Lena AMF 39.15  36.89  34.99  32.98  31.31  29.84  28.02  26.03  23.21  

FSBMMF  42.84  38.58  35.93  33.47  31.10  29.20  26.96  24.50  21.58  

CFIF  42.90  38.68  36.28  33.89  32.00  30.25  28.16  25.91  22.62  

(Cumpim et al. 2016)  40.66  37.42  35.07  33.68  32.40  31.16  30.00  28.52  25.69  

Proposed  40.66  37.42  35.29  33.76  32.49  31.16  30.00  28.58  26.70  
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Table 3. MSSIM of different methods  

  Noise density (%) 
  ---------------------------------------------------------------------------------------------------------------- 
Images Methods 10 20 30 40 50 60 70 80 90 

Baboon AMF 0.344  0.344  0.342  0.340  0.337  0.333  0.320  0.252  0.066  
FSBMMF  0.897  0.876  0.841  0.795  0.737  0.668  0.585  0.481  0.347  
CFIF  0.969  0.931  0.884  0.830  0.759  0.682  0.586  0.478  0.344  
(Cumpim et al. 2016)  0.964  0.922  0.871  0.812  0.741  0.663  0.570  0.459  0.308  
Proposed  0.968  0.932  0.892  0.851  0.800  0.744  0.676  0.593  0.469  
Barbara AMF 0.606  0.604  0.600  0.593  0.584  0.573  0.544  0.424  0.110  
FSBMMF  0.933  0.917  0.891  0.856  0.814  0.763  0.698  0.611  0.488  
CFIF  0.978  0.952  0.919  0.878  0.829  0.768  0.691  0.589  0.444  
(Cumpim et al. 2016)  0.973  0.943  0.908  0.867  0.818  0.760  0.687  0.571  0.365  
Proposed  0.977  0.951  0.922  0.891  0.855  0.811  0.763  0.697  0.605  
Boat AMF 0.934  0.922  0.899  0.867  0.827  0.775  0.712  0.626  0.497  
FSBMMF  0.981  0.957  0.927  0.890  0.843  0.780  0.699  0.593  0.457  
CFIF  0.979  0.956  0.926  0.889  0.842  0.783  0.703  0.600  0.427  
(Cumpim et al. 2016)  0.978  0.954  0.927  0.899  0.868  0.826  0.782  0.729  0.636  
Proposed  0.978  0.954  0.929  0.899  0.868  0.826  0.782  0.730  0.640  
Lena AMF 0.796  0.794  0.790  0.785  0.779  0.767  0.738  0.570  0.115  
FSBMMF  0.969  0.961  0.949  0.930  0.906  0.875  0.832  0.771  0.663  
CFIF  0.991  0.978  0.962  0.940  0.912  0.874  0.819  0.747  0.631  
(Cumpim et al. 2016)  0.990  0.977  0.961  0.940  0.912  0.877  0.821  0.734  0.525  
Proposed  0.990  0.977  0.961  0.942  0.923  0.900  0.874  0.838  0.776  

 
Table 4. SNR of different methods  

  Noise density (%) 
  ---------------------------------------------------------------------------------------------------------------- 
Images Methods 10 20 30 40 50 60 70 80 90 

Baboon AMF 22.61  21.48  20.19  19.00  17.83  16.70  15.62  14.48  13.01  
FSBMMF  27.14  23.71  21.51  19.84  18.32  17.04  15.74  14.55  12.95  
CFIF  26.63  23.22  21.03  19.43  18.16  17.04  16.05  15.12  13.94  
(Cumpim et al. 2016)  27.13  23.97  21.99  20.88  19.66  18.75  17.77  16.86  15.42  
Proposed  27.13  23.97  22.18  20.88  19.66  18.75  17.77  16.86  15.69  
Barbara AMF 22.92  21.80  20.53  19.32  18.19  17.15  16.06  14.81  13.23  
FSBMMF  27.28  23.94  21.82  20.15  18.73  17.39  16.03  14.28  12.06  
CFIF  26.07  22.88  20.98  19.58  18.39  17.39  16.43  15.18  13.16  
(Cumpim et al. 2016)  27.52  24.40  22.47  21.32  20.13  19.16  18.21  17.18  15.70  
Proposed  27.52  24.40  22.74  21.32  20.13  19.16  18.21  17.18  16.04  
Boat AMF 23.04  23.00  22.91  22.86  22.67  22.33  21.55  18.11  10.83  
FSBMMF  33.96  32.14  30.18  28.56  27.25  25.68  24.28  22.65  20.23  
CFIF  37.92  34.03  31.35  29.18  27.58  25.54  23.58  21.50  18.67  
(Cumpim et al. 2016)  37.84  34.32  31.66  29.50  27.74  25.99  24.24  22.59  20.19  
Proposed  37.84  34.32  31.66  29.87  28.81  27.46  26.27  25.23  23.07  
Lena AMF 33.99  31.72  29.82  27.81  26.14  24.67  22.85  20.87  18.05  
FSBMMF  37.67  33.41  30.77  28.30  25.93  24.03  21.79  19.34  16.41  
CFIF  37.73  33.51  31.11  28.73  26.83  25.08  22.99  20.74  17.45  
(Cumpim et al. 2016)  35.49  32.25  29.90  28.51  27.23  25.99  24.84  23.36  20.52  
Proposed  35.49  32.25  30.12  28.59  27.32  25.99  24.84  23.41  21.54  

 
For Table 4, our approach is higher SNR than the 

other methods. For 10 and 40% noise density level, the 
proposed technique is lower SNR than the existing 
methods, while the proposed method is higher SNR 
than the conventional methods between 40 and 90 % 
noise density level. 

For Fig. 5b, is show that the region of interest (ROI) 
of original Barbara image as shown in Fig. 5a. Figure 5c 
show ROI of Barbara image with 60% noise density. 

Even if AMF, FSBMMF and CFIF can remove SPN as 
shown in Fig. 6d-6f, respectively, these ROI are not 
smooth. For Fig. 6g and 6h, they are ROI of (Chang et al., 
2007; Cumpim et al., 2016) and our method which are 
smooth image. 

For Fig. 6, the show the original and results image of 
full Barbara image. Figure 6a shows the image with 60% 
noise density level. Figure 6b-6f shows the results 
image of AMF, FSBMMF, CFIF, (Chang et al., 2007; 
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Cumpim et al., 2016) and proposed methods, 
respectively. The result of our method is smoother than 

the conventional methods and is better edge preserving 
than the other methods.   

 

 
 (a) (b) 

 

 
 (c) (d) 

 
Fig. 3. Original images: (a) Baboon, (b) Barbara, (c) Boat and (d) Lena 

 

    
 (a) (b) (c) (d) 

 

      
 (e) (f) (g) (h) 

 
 (i) (j) 
 

Fig. 4. Lena image with SPN (a) Original, (b-j) the corrupted Lena image with 10-90% SPN 
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 (a) (b) (c) (d) 
 

 
 (e) (f) (g) (h) 
 
Fig. 5. (a) Original Barbara image (b) ROI of original Barbara image (c) ROI of the corrupted Barbara image with 60% SPN. The 

ROI resulting image (d) AMF, (e) FSBMMF, (f) CFIF, (g) (Chang et al., 2007; Cumpim et al., 2016) and (h) Proposed 
 

 
 (a) (b) (c) 
 

 
 (d) (e) (f) 

 

 
(g) 

 
Fig. 6. The result of the experiment for Barbara image (a) the corrupted Barbara image with 60% SPN. Restoration results (b) AMF, 

(c) FSBMMF, (d) CFIF, (e) (Chang et al., 2007; Cumpim et al., 2006), (f) proposed and (g) original image 
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Fig. 7. Effect of non-overlapping window size (wd); (a) 10%; (b) 20%; (c) 30%; (d) 40%; (e) 50%; (f) 60%; (g) 70% (h) 80% (i) 90% 
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Selection of Non-Overlapping Window Size (wd)  

The proposed method is required non-overlapping 
window size (wd). The selection of wd is similar to 
(Toygar et al., 2013). We have tested the Lena image 
with 10-90% noise density by varying the wd {3, 4, 5,..., 
11, 12, 13} as shown in Fig. 7. Considering Fig. 7a-7i, 
we choose the best parameters of wd from the maximum 
PSNR value which is shown by the red marker. This 
parameter has shown in Table. 1. The window size (wd) 
is decreasing value at low noise density while it is 
increasing value at high noise density.  

Conclusion  

Our method which presented in this study was 
applied by using the Shepard interpolation method for 
replacing the noisy pixels. The detection of the noisy 
pixels has used the adaptive filter before each non-
overlapping window will use the Shepard method to 
interpolate the new pixel value of each noisy pixel. In 
our method, the noise-free pixels are unchanged. The 
performance of proposed method, which uses the 
peak-signal-to-noise ratio, the mean of structural 
similarity index and visual quality, has better than the 
conventional method.  
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