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Abstract: Many research works based on the tone of human skin have been 

developed to locate and track the human body for the purpose of 

recognition in color images. With respect to other techniques, some 

advantages of face detection based on skin color are the smaller processing 

time, invariant angles of rotation and the performance in semi-occluded 

faces. In this study we present the results of a survey that investigated the 

performance of 4 supervised classifiers in skin detection. In order to 

maximize the generalization of the models, a training set containing 

samples of individuals of different ages and ethnicities was used. 

Experimental results showed that the best performance was achieved by 

using an ANN and the worst results were yielded by LDA. With the Naive 

Bayes, QDA and ANN algorithms, we showed that the white, black, yellow 

and brown tones of human skin are in a well-defined range of the RGB 

color spectrum determined by common characteristics. We also compiled 

2798 skin samples for treatment and 305 images with their manually 

obtained labels as supplementary material, which was made available to 

help in the development of further research in human skin detection. 
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Introduction 

Research related to the location and tracking of 
parts of the human body using skin detection 
techniques as a pre-processing stage for posterior 
recognition has been conducted with the objective of 
reducing the computational cost of algorithms (Sun, 
2010). In the last few years, these techniques have 
attracted the attention of the academic community due 
to their numerous applications such as the tracking 
and detection of the face, the identification of naked 
people and the identification of hand movements, 
among others (Khan et al., 2012). 

These researches reported the use of several 

methodologies with the same objective of detecting 

human skin in color images based on skin tone. They 

make use of different color spaces such as RGB, HSV, 

YCbCr, CIELAB and others, separately or by combining 

two or more color systems (Hawari et al., 2002; Lin, 

2007; Snehal and Chougule, 2013). With different 

reported true positive rates, these studies show, in a 

general way, that human skin tones are normally 

grouped into well-defined bands of color spaces which 

might pose as a problem of binary classification (skin or 

non-skin) which can be solved (Yang et al., 1998; 

Störring et al., 2001; Jones and Rehg, 2002). 

In comparison to other techniques, the color-based 

thresholding to separate human skin from the 

background can be mentioned as an advantageous 

approach when used as a pre-processing step to detect 

exposed parts of the human body. The advantages 

include a smaller processing time as well as an 

invariant rotation angle and surpassing problems 

related to semi-occlusion (Khan et al., 2012). 

Nevertheless, there are factors that might influence the 

results negatively, like variances in lighting conditions, 

complex backgrounds or backgrounds similar to certain 

skin tones, the variety of capture devices and ethnic 

diversity (Kakumanu et al., 2007). 
For Lin (2007), the detection and automatic 

recognition of human faces is one of the most intriguing 
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and important problems in the management of image 

databases of faces, as well as in computer vision and 

cybernetics. It can be applied as a safety mechanism, 

thus replacing keys, cards, passwords or Personal 

Identification Numbers (PIN). Apart from the usage in 

security systems, research on face detection can also be 

applied in the areas of Facial Expression Analysis, 

Human-Computer Interfaces and Content-Based Image 

Retrieval (CBIR) (Tripathi et al., 2011). 

In this article, we present the results of a survey that 

investigated the performance of 4 supervised classifiers 

in skin detection. To maximize the capacity of model 

generalization, we used a training set that contained 

samples of individuals of several ages and ethnicities. 

The Naive Bayes, Linear Discriminant Analysis (LDA), 

Quadratic Discriminant Analysis (QDA) and Artificial 

Neural Network (ANN) algorithms were used to 

perform the classification of skin and non-skin tones of 

the pixels in color images using the RGB color system. 

The article is organized as follows: In section II we 

present the classifiers and discuss the latest works 

which investigated skin detection in images as their 

main objective or as a pre-processing stage. In Section 

III we describe the methodology of the experiments, in 

section IV we present and discuss the results and in 

section V the conclusions and possibilities of future 

works are exposed. 

Related Works 

The ethnic diversity of individuals may pose as one 

of the biggest challenges in the classification of pixels in 

skin and non-skin. In order to tackle this problem, it is 

fundamental to prioritize two aspects: The generalization 

capability of the classifier in the context of the problem 

at hand and the representativeness of the classifier’s 

sample training set to contemplate, in a comprehensive 

manner, the variability of human skin tones. 

According to Osorio (2013), the Brazilian Institute 

of Geography and Statistics (IBGE), which currently 

adopts the racial classification used in research carried 

out in national territory, distinguishes varieties by the 

skin color characteristic, namely white, black, yellow 

and brown. In the year of 2008 the Research of Ethno-

racial Features of the Brazilian Population - PCERP 

2008 - as carried out with the objective of raising an 

empirical database in order to support studies and 

analyses as an attempt to improve ethno-racial 

systems used in several statistical population surveys 

by IBGE (2011). 

In an attempt to characterize the pattern distribution 

of the colors of human skin, Sun (2010) defines the 

technical predecessors as simple, because they use few 

computer resources with a reduced set of rules and a lack 

of flexibility by means of strictly fixed rules. In the 

training phase, a set of skin and non-skin images are 

processed independently to determine the average 

histograms for each model. The RGB color space was 

used for standardization purposes and comparison of the 

results achieved by Jones and Rehg (2002). 

Approaching the YCbCr color space, Tripathi et al. 

(2011) investigates the detection of faces in skin 

regions and validates the occurrences by 

implementing the method of similarity search between 

input images and previously trained image models. 

Initially, an input image is converted into the YCbCr 

color space, then the skin regions are segmented by 

thresholding and finally the corresponding model is 

applied for the selection of the faces. 

In combination, 4 color spaces, namely the RGB, 

YCbCr, HSV and CIELAB, are used in Raghuvanshi and 

Agrawal (2012) to detect faces in the stages of skin 

segmentation, binarization of the image, rejection of non-

face areas based on geometric properties of the human face 

and the determination of the facial area in the image. 
In Khan et al. (2012), the effect of transformation 

of color spaces in regards of the efficacy of skin 
detection is investigated and validated to find the most 
suitable space for the application. The role of the 
luminance component of the color space and the most 
appropriate technique for the selection of pixels are 
also looked into. Nine skin-modeling approaches in 
color spaces IHLS, HSI, RGB, normalized RGB, 
YCbCr and CIELAB are considered. 

With the same purpose of face detection, Hawari et al. 

(2002) suggest a new algorithm for the skin detection 

images, based on the YCgCr and HSV color spaces 

combined. Color balance was performed on the input 

image to correct the variations of light and then it is 

converted simultaneously into the color spaces HSV 

and YCgCr. After segmentation, morphological 

operations are performed in the skin region and the 

proportion of the face is calculated to discard areas of 

skin that do not belong to faces. 

After converting RGB into HSV images, Snehal and 

Chougule (2013) uses the channel H (hue) to determine 

the color band for face detection, thus determining 

experimentally that the hue of the human skin is in a 

well-defined band of the color space. The method 

consists in the conversion of color spaces followed by 

checking, pixel by pixel in the image, to assign them as 

skin or non-skin and the usage of morphological 

operations to determine the region of interest. 

In pattern recognition, it is preferable to have the 

original data extracted directly from the image as the 

input, in order to maximize efficiency in classification 

and reduce execution time. A limitation of the 

aforementioned works resides in the usage of several 

different color spaces and the consequent need to 

convert the data to RGB color space, which is the 

original pattern for color image representation. These 

operations require computer processing to an extent 
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which could be beyond the necessary for the training 

and classification of samples. 

Using a set of samples of human skin tones, several 

works that aimed to construct mathematical models with 

a mechanistic approach can also be found in the 

literature. Those models attempt to describe how the 

variables of each color pixel relate to each other. Thus, 

one can determine rules that explain the behavior model 

from the observation of these variables, that is, the criteria 

that a certain color has to fulfill, in order to be classified as 

a skin tone. To outline the model and understand system 

response, the training samples are divided into 

components, such as the values of the RGB channels and 

the behavior of each of these components and the 

interactions that occurred between them are observed. 

By using the mechanistic approach, Kovac et al. 

(2003) applies a set of fixed rules in an interactive art 

installation and utilizing the filter described in (1) to 

detect human skin in the RGB color space. 

The color spaces RGB, YCbCr and HSI are used in 

combination by Zangana and Shaikhli (2013), suggesting 

a color filter to human skin detection as shown in (2), (3) 

and (4), respectively: 
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With the objective of determining a common set of 

characteristics shared by human skin tones in the RGB 

color space, Powar et al. (2013) proposes the model 

shown in (5) for skin detection applied for the selection 

of possible pictures with pornographic content in 

combination with the YCbCr color space shown in (6): 
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In Feitosa et al. (2014) the authors establish the 

model described in (7) from a set of skin samples for 

training obtained from Dass (2015). The reported results 

present a high specificity rate and a well-defined band of 

probable human skin tones inside the RGB color space: 
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Although these proposed models yield reasonably 

satisfactory hit rates, they tend to establish the probable 

region of human skin in the RGB spectrum strictly. 

Thus, they are limited, once they don’t consider the 

Probability Density Function (PDF) obtained through the 

average and covariance matrix provided by processing 

the samples during the training phase, as well as a 

determined degree of uncertainty as a limit for class 

decision making. 

The described mechanistic models were trained to 

perform the classification of the images strictly into skin 

or non-skin. Thus, luminosity variations can interfere in 

a region, making it brighter or darker and thus not fitting 

the classification rules. The mechanistic classifier 

response is 1 (true) for skin or 0 (false) for non-skin. 

They reject likely tones that could be correctly classified 

in reason of minimum variations, e.g., a 0.99's response 

for skin. Instead, the classifiers utilized in this study 

were statistically trained, in a context of decision-making 

for binary classification, to classify a test sample as skin 

or non-skin using the class probability. 

The statistical classifiers are based on considerations 

on probability because they minimize the average 

classification error. However, to make the optimization 

of previous techniques feasible, it is necessary that the 

Probability Density Function (PDF) and the probability 

of occurrence of each problem class are well-known a 

priori. In practice, the application of these classifiers in 

problems with few samples for each class or when the 

PDFs don't follow a uniform distribution is 

impracticable. In these cases, we assume that the data 

follows a theoretical distribution, accepting 

approximations in the dataset initial modeling, which 

impacts directly the classifier hit rate. 

Materials and Methods 

In this study we propose a comparative study of 4 

classifiers based on supervised learning for human skin 

detection in images stored using the RGB color space 
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from training samples containing tones of skin of people 

from different ethnicities. The RGB system was chosen 

as an object of study due to the advantages as presented 

by Feitosa et al. (2014): 

 

• It is one of the most currently used systems for 

storage and representation of digital images 

• The simplicity and intuitiveness of the model 

• It does not need any computational transformation 

for the investigation 

 

Utilized Classifiers 

This section presents the 4 classifiers utilized in the 

experiments - Naive Bayes, Linear Discriminant 

Analysis (LDA), Quadratic Discriminant Analysis 

(QDA) and Artificial Neural Network (ANN) - pointing 

their operating principles and characteristics. 

Naive Bayes 

The Naive Bayes classifier takes full independence of 

the object features, thus being considered a useful 

statistical classifier (Gonzalez and Woods, 2010). This is 

due to the fact that, on average, their use minimizes the 

probability of classification error or loss (Zhang, 2004). 

In pattern recognition applications, the uncertainties 

involved in real systems generate the need for 

conducting probabilistic considerations to respond better 

to situations not previously considered. In the case of the 

Bayesian classifier, a pattern is recognized from the 

probability of belonging to one of the existing classes. 

The main purpose of a Bayesian classifier is to minimize 

the total average loss. For that, it is necessary that the 

probabilities of occurrence of each class are known, as 

well as the probability of a continuous variable to belong 

to a certain interval, this being known as the Probability 

Density Function (PDF). In cases which the patterns to 

be classified belong to the n-dimensional domain, the 

calculation of PDF is not trivial, requiring the use of an 

analytical function for different density functions 

(Scholkopft and Mullert, 1999). Knowing that many 

natural physical observations follow a Gaussian 

distribution, the multivariate Gaussian probability 

density function is used. The implementation of this 

objective function defines the Bayesian decision function 

used in classification, also using the mean, standard 

deviation and covariance matrix of the classes as 

parameters to perform the classification. 

Linear Discriminant Analysis (LDA) 

The Linear Discriminant Analysis (LDA) is a 

supervised classification method derived from the 

generalization of Fisher's linear discriminant method 

(Fisher, 1936). One of its applications is to reduce the 

dimensionality of a problem as a preliminary stage of 

classification similar to Principal Component Analysis 

(PCA). However, it does not preserve the variance of 

classes as an attempt to detect similarities (Martínez and 

Kak, 2001). Its main objective is to minimize the 

intraclass variance while maximizing interclass 

separation by means of the maximization of the average 

distance from each of the classes (Scholkopft and 

Mullert, 1999). It is a parametric method that uses the 

derivation of the same multivariate Gaussian function 

used in the Bayesian classifier. The derivation used is a 

simplification for classes with the same variance  

(Narsky and Porter, 2013), defining that the hyperplane 

that separates the classes is a linear combination of the 

attributes of these classes. 

Quadratic Discriminant Analysis (QDA) 

Once it is an extension of LDA, the Quadratic 

Discriminant Analysis (QDA) is also a parametric 

supervised classifier that uses, in its turn, a quadratic 

combination of attributes. Using a quadratic function 

to define the boundaries of decision between classes, 

the QDA differs from LDA in not assuming that the 

variances of each class are the same (Narsky and 

Porter, 2013). This characteristic allows new 

parameters to be inserted into the discriminant 

function, thus making it a curve, which is opposed to 

the LDA separation hyperplane, represented by a flat 

surface (Zhang, 1997). 

Artificial Neural Network (ANN) 

In several problems, the statistical properties of the 

classes are unknown or unidentifiable. For these 

cases, it is necessary to apply methods that obtain the 

decision functions necessary for classification by 

means of a training process (Gonzalez and Woods, 

2010). For the modeling of non-linear decision 

hyperplanes, we can use the ANN, more specifically, 

the Multi-Layer Perceptron (MLP) type. It is composed 

of neurons, the perceptrons, interconnected and 

distributed in layers. The multilayer neural networks 

have an entrance, a hidden layer, which may contain a 

varying number of neurons and the output layer. Each 

entry is propagated through the neurons sequentially 

until the stimulus applied to the input reaches the output 

layer. By using multi-layer neural networks, the main 

problem lies in the adjustment of synaptic weights in the 

hidden layers. For this, the Scale Conjugate Gradient 

(SCG) was used as aback propagation method to update 

the bias and weight values. 

Metrics for Performance Evaluation 

The evaluation of a classifier is based on some 

performance metrics which are calculated during 

testing, providing their generalization capability. For a 

binary classification problem, these performance 
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measurements are based on the values of the confusion 

matrix: Number of True Positives (TP), number of True 

Negatives (TN), number of False Positives (FP) and 

number of False Negatives (FN) (Seliya et al., 2009). 

In this work, we used six performance metrics - 

precision, recall, specificity, efficiency, F-measure and 

G-measure - as follows. 

Precision (P) is defined as the rate between the 

number of pixels classified correctly (TP) and the total 

number of pixels defined as skin (TP + FP) by the 

classifier, as shown in (8): 

 

TP
P

TP FP
=

+
 (8) 

 

Recall or sensitivity is the rate of correctly 

classified pixels, i.e., the capability of the model to 

find the desired class (9): 

 

TP
Recall

TP FN
=

+
 (9) 

 

Specificity is calculated in order to find the 

model’s capability to distinguish the non-skin pixels, 

or the probability of a certain classification not be 

correct (10): 

 

TN
Specificity

TN FP
=

+
 (10) 

 

Efficiency is the arithmetic mean of the sensitivity 

and specificity (11). In practice, specificity and 

sensitivity are inversely proportional. Thus, this measure 

yields the level of balance between those: 

 

2

recall specificity
Efficiency

+
=  (11) 

 

F-measure or F-score (F) relates to the performance 

of the classification model for the positive class (skin). It 

is calculated as the harmonic mean of the recall and 

precision, usually being β = 1 (12). Β is used to 

determine the relative importance of recall and precision 

(Castro and Braga, 2011): 

 

( )2
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*
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F
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G-measure(G) is also calculated using the precision 

and recall values (13). It normalizes the TP rate for the 

geometric mean of the predicted and actual positive 

classification values (Powers, 2011): 

 

*G precision recall=  (13) 

Experiments 

For the execution of the experiments, we used the 

Matlab R2013a installed on an Ubuntu 14.04 

operating system. 

Our dataset is formed by skin samples of 2798 

individuals and other 2798 samples extracted from 

images that knowingly do not contain human skin. The 

skin samples were taken from the face, in an area 

between the lines of the eyes and nose, in squares of 

20×20 pixels. These were extracted from photos of 

individuals, men and women of different age groups 

(Fig. 1), captured in a controlled environment by Dass 

(2015) in the Human Project, which aims to store and 

catalog all possible human skin tones. The choice of base 

images for extraction of skin samples was made seeking 

to maximize the coverage of ethnic groups, ultimately 

ensuring that the training set contained egalitarian 

patterns with ethno-racial features of white, black, brown 

and yellow skin colors. 

In skin samples, we extracted the average pixels from 

the chosen regions (Fig. 2) to reduce noise such as 

marks, blemishes, spots and/or scars from the skin 

samples. In the non-skin samples, we did not use the 

same methodology because the extracted cuts were 

composed by various objects as chairs, tables, doors, 

trees, animals, vehicles and others. For this non-skin set, 

we use all pixels from the cuts. Since our goal was also 

to present and provide human skin detection data using 

only the pixel colors, we trained the classifiers with 4 

features: R, G and B channels and the I value (gray scale, 

obtained from average between RGB values to improve 

sample discrimination). 

The skin tones of the resulting averages were 

subjected to the classifier together with the randomly 

selected non-skin samples. To verify the generalization 

capability in human skin detection in the RGB color 

space, we applied all 4 classifiers in a set of test images 

different from the training set, selected from the FDDB 

database of facial images (Jain and Miller, 2010). 

Manually, we created the ground truth consisting of 
images with all pixels of non-skin removed from the 305 
raw images used. With this methodology, it was possible 
to determine the accuracy rates and error in the 
classification of pixels of skin and non-skin in real 
images obtained from various sources and organized by 
Jain and Miller (2010), even in approximate terms, 
considering the loss at the edges. The accuracy 
measurements and the error, presented in the results 
section, considered the following rates: 
 

• True positive for skin pixels classified as skin 

• True negative for pixels of non-skin classified as 

non-skin 

• False positive for pixel non-skin classified as skin 

• False negative for skin pixels classified as non-skin 
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 (a) (b) 

 

     
 (c) (d) 

 
Fig. 1. Some individuals photographed by Dass (2015) representing the classification under their characteristic skin color adopted by 

the IBGE standards (Osorio, 2013) 

 

 
 
Fig. 2. Region chosen for the extraction of skin samples from 

the individuals 

 

Each data set used on the training (skin and non-

skin) was randomly divided in three groups: The first 

group, to be used during training, has 70% of the data, 

comprising 1958 samples; another group has 15% of 

the data (420 samples) for validation, to measure the 

generalization capacity of the ANN and in the case 

when there is no further improvement, the process is 

stopped; the final 15% of the data, comprised of 420 

samples, was used for testing and extraction of the 

ROC Curves and the Confusion Matrix of the trained 

network. In the training phase we used a feed forward 

network with 10 neurons on the hidden layer and only 

one neuron in the output layer. The maximum number 

of epochs was set to 1000. 

Results 

For the purposes of comparison and evaluation of 

results, the classifiers’ performance was assessed by 

using the confusion matrix and the Receiver Operating 

Characteristic (ROC) curve. 

The confusion matrix allows the visualization of the 

hit and miss rates by means of the TP and TN rates, 

presented on the main diagonal and the FP and FN on the 

secondary diagonal. Classifier performances considered as 

perfect report a confusion matrix with the values of the 

main diagonal equal to 100% and the values of the 

secondary diagonal equal to 0%. The rates of trial and 

error measured for the utilized classifiers are shown in 

Fig. 3 and for the cited mechanistic models in Fig. 4. 

Among the 4 classifiers, the ANN had the best 

performance in both sensitivity (56.7392%) and 
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specificity (96.7054%). The LDA had the worst 

performance in terms of the FP rate (22.0602%) and 

the worst FN rate (67.2487%).We observed that the 

ANN classifier improved the method's specificity 

proposed by Feitosa et al. (2014) in 1.2129% that, 

considering 39,615,571 pixels from test images - 

being 7,606,829 of skin and 32,008,742 of non-skin - 

which is equivalent to an increase of 388,234 pixels 

correctly classified as non-skin. 

The ROC curve shows graphically the performance 

of the binary classifier as the discrimination threshold 

varies. Characteristically, the TP rate (sensitivity) is 

plotted as a function of the FP rate. Each point on the 

ROC curve is a pair [sensitivity, specificity]. A 

classifier with a capability to discriminate between 

classes regarded as perfect has a ROC curve that 

touches the upper left corner [100%, 100%]. The 

closer the ROC curve is to the upper left corner, the 

higher the efficiency of the classifier, whereas curves 

near the diagonal graph indicates randomness in the 

classification and a curve below the diagonal is 

indicative of a performance lower than a random 

classifier’s. 

Figure 5 displays the ROC curves of the classifier 

performances. It is noticeable that the ANN classifier 

yielded the largest area under the ROC curve and 

therefore the greatest stability regarding sensitivity and 

specificity rates. The performance curves of the Naive 

Bayes and QDA achieved the same values for the area, 

but with different behaviors due to the fact that the 

classification criterion in the Naive Bayes classifier is 

the highest probability of a sample being skin class or 

non-skin class and in the QDA the lowest value 

representing the interclass distance. The worst 

performance was observed in the LDA with the smallest 

area under the curve. 

 

      
 (a) (b) 

 

    
 (c) (d) 

 

Fig. 3. Confusion matrix of the Naive Bayes (a), LDA (b), QDA (c) and ANN (d) classifiers 
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 (a) (b) 

 

       
 (c) (d) 
 
Fig. 4. Confusion matrix of the mechanistics models proposed by Kovac et al. (2003) (a), Zangana and Shaikhli (2013) (b), 

Powar et al. (2013) (c) and Feitosa et al. (2014) (d) 

 

 
 
Fig. 5. ROC curves of the classifiers’ performance applied to 

the test set 

In Naive Bayes, a probabilistic classifier, the 

decision rule for the test sample is given by the largest 

value of the classes’ predicted probability. This 

classifier calculates the similarity based on the 

covariance matrices of each class, obtained during 

training. The QDA, a statistical classifier, also uses 

the covariance matrices, but returns the distance 

between the test sample and the predicted classes, i.e., 

a dissimilarity is calculated, Similarly, the LDA, a 

statistical classifier, also returns a distance but based 

on the dissimilarity from the joint covariance matrix 

of the classes. So, in the QDA and LDA, the decision 

is performed by the smallest value returned by the 

classification between the classes. In the ANN, the 

network response parameter was configured for <0.3 

for skin, i.e., if the response of the activation function 

sigmoid of network is less than 0.3, the sample is 

classified as skin, otherwise (>= 0.3) as non-skin. 

Figure 6 shows scatter plots of the probable human 

skin tones classified by the algorithms. The Naive Bayes 
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(Fig. 6a), QDA (Fig. 6c) and ANN classifiers (Fig. 6d) 

rated similar regions in the RGB color space. The 

results showed that the ANN was better in generalizing 

the correct classification of darker skin tones. Among 

these, the ones who had higher RGB spectrum 

reduction rates (98.8863%) were the Naive Bayes and 

QDA classifiers, selecting 186,841 possible tones, 

followed by the ANN (98.4040%), which selected 

267,752 likely tones. The worst performance was 

presented by the LDA classifier, with a low spectrum 

reduction rate (73.2929%) considering 4,480,698 

possible tones in the RGB space. The result of the LDA 

classifier (Fig. 6b) shows that the classes in the studied 

problem are not linearly separable, thus selecting a 

large amount of colors as possible skin tones. 

We can observe that the Naive Bayes algorithm 

(Fig. 6a) and the QDA (Fig. 6c) rate the same color 

band colors as being skin tones. This behavior can be 

ascribed to the fact that both classifiers are based on 

Gaussian functions. One difference between these 

classifiers is the fact that the QDA considers that a 

given unknown pattern has the same probability of 

belonging to both classes (i.e., their PDFs are the 

same) and therefore will differ in their covariance 

matrices only. We can also compare the performance 

of the 4 classifiers utilized in this research in the 

examples of test images shown in Fig. 7. Figure 8 

displays examples of human skin detection which 

suffered interference from lighting conditions and 

consequent loss of color-based characteristics. 

 

 
 (a) (b) 

 

 
 (c) (d) 

 
Fig. 6. Probable human skin tones selected in the RGB space by the Naive Bayes (a), LDA (b), QDA (c) and ANN (d) classifiers 
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 (a) (b) (c) (d) (e) (f) 

 
Fig. 7. Images tests with high hit rate (TP + TN) (a), ground truth (b) and the results of the Naive Bayes (c), of the LDA (d), the 

QDA (e) and a Neural Network (f) 

 

 
 (a) (b) (c) (d) (e) (f) 

 
Fig. 8. Images tests with high error rate (FP + FN) (a), ground truth (b) and the results of the Naive Bayes (c), of the LDA (d), the 

QDA (e) and a Neural Network (f) 

 
Table 1. Performance measurements for the classifiers and mechanistic models. For each metric: Top three results underlined and the 

best result identified by the character (*) 

  Recall 

Classifier Precision Sensitivity Specificity Efficiency F-measure G-measure 

Naïve Bayes 0.6107 0.3504 0.9469 0.6486 0.4453 0.5760 

LDA 0.2608 0.3275 0.7794 0.5535 0.2904 0.5052 

QDA 0.6107 0.3504 0.9469 0.6486 0.4453 0.5760 

ANN 0.8036* 0.5674 0.9671* 0.7672 0.6652 0.7407 

Kovac et al. (2003)  0.5884 0.8398* 0.8604 0.8501 0.6920 0.8501 

Zangana and Shaikhli (2013) 0.1870 0.7712 0.2034 0.4873 0.3011 0.3961 

Powar et al. (2013) 0.6480 0.8345 0.8923 0.8634* 0.7295* 0.8629* 

Feitosa et al. (2014) 0.7502 0.5697 0.9549 0.7623 0.6476 0.7376 

 
We evaluated the predictive capability of the 

mechanistic models and the classification algorithms 

using widespread performance metrics for binary 

classification problems. According to Castro and 

Braga (2011), these criteria either focus on the 

detection of the minority class in unbalanced 

classification problems or consider the discrimination 

of both classes as having the same relevance. All 

metrics used in this assessment yield values between 0 

(poor performance) and 1 (high performance). The 

values obtained are reported on Table 1. 

The ANN yielded at least one of the three best results 

in five performance measurements, except recall. As 

expected, due to the non-linear classification problem 
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previously mentioned, the LDA classifier yielded the 

worst results. However, it yielded some results which 

were superior than those of other models, such as in 

specificity, efficiency and G-measure. 

Regarding precision and specificity values, the 

ANN obtained the best results, 0.8036 e 0.9671, 

respectively. The mechanistic model proposed by 

Kovac et al. (2003) yielded the best results in terms of 

recall/sensitivity (0.8398). Powar et al. (2013) yielded 

the best efficiency (0.8634), F-measure (0.7295) and 

G-measure (0.8629) results. 

We also remark the results obtained by Zangana and 

Shaikhli (2013), which presented the lowest precision 

(0.1870), specificity (0.2034), efficiency (0.4873) and G-

measure (0.3961). However, it yielded one of the 3 

highest recall rates (0.7712). 

In order to allow reproduction and encourage new 

research which could rely on the results of this study, our 

training and test sets were made available. This database 

comprises 2798 skin samples from areas between the 

eyes and nose lines which were cut from the faces of 

individuals pictured in the Humanae Project and used to 

train the classifiers. Other 305 images extracted from the 

FDDB database with their manually obtained labels were 

also made available. 

Conclusion 

This work presents a study using 4 classifiers for 

human skin detection in color images. Experimental 

results show that the ANN classifier achieves the best 

performance whereas the LDA classifier achieves the 

worst. The ANN had the highest specificity rate, 

correctly classifying the pixel as non-skin (a TN rate of 

96.7054%) and the greatest sensitivity rate (56.7392%). 

With the Naive Bayes, LDA and QDA algorithms, 

we observed that the white, black, yellow and brown 

tones of human skin are in a well-defined range of the 

RGB color spectrum. Furthermore, they are determined 

by common characteristics and algorithms that trace a 

linear hyper plane of separation, such as the LDA, 

cannot solve the binary problem of classification into 

skin and non-skin patterns. 

The ANN classifier improved the method's 
specificity proposed by Feitosa et al. (2014) in 1.2129% 
that, considering 39,615,571 pixels from test images - 
being 7,606,829 of skin and 32,008,742 of non-skin - 

which is equivalent to an increase of 388,234 pixels 
correctly classified as non-skin. 

The ANN yielded at least one of the three best results 

in five performance measurements, except recall. As 

expected, due to the non-linear classification problem 

previously mentioned, the LDA classifier yielded the 

worst results. The proposed model by Kovac et al. 

(2003) yielded the best results in terms of 

recall/sensitivity (0.8398). Powar et al. (2013) yielded 

the best efficiency (0.8634), F-measure (0.7295) and G-

measure (0.8629) results. 

The efficiency of supervised techniques is directly 

linked to the quality of the training patterns used when 

building the classification model. In this research, we 

presented a database of individuals photographed in a 

controlled environment with exposed upper torsos and 

faces and from which skin samples could be extracted to 

train classifiers or to perform detection tests. 

Due to the fact that the characteristics used to train 

the classifiers are related to the colors of skin samples, 

we believe that lighting conditions are a limiting factor 

when applying these techniques. Thus, we intend to use 

lighting correction algorithms on the images in order to 

reduce or eliminate the negative influence of lighting 

conditions and improve hit rates in future studies. 

We also intend to apply the classifiers that obtained 

the best performances - namely, Naive Bayes, QDA and 

ANN - in image tests with different pre-processing steps 

by color-correction algorithms and evaluate the effects of 

these procedures on the accuracy rates and error obtained 

by the classifiers. 
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