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Abstract: This paper proposes a utility-based scheduling framework for 

efficient differentiation of users’ Quality-of-Service (QoS) in a broadband 

wireless access system involving heterogeneous mixed traffic flows. The 

utility-based scheduling framework, called Maximum QoS Satisfaction 

(MQS), is based on three novel Radio Resource Allocation (RRA) 

techniques; delay-based scheduling policy for Real-Time (RT), minimum-

rate-based scheduling policy for Non-Real-Time (NRT) and a throughput-

based scheduling policy for Best-Effort (BE) services. Simulation study 

shows that MQS achieves superior performances in terms of average 

system throughput and user satisfaction both in single and heterogeneous 

mixed traffic scenarios, when compared to some existing ones.  
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Introduction  

Broadband Wireless Access Systems (BWASs) 

have experienced incredible development in recent 

decades. Some of the popular networks in this 

category include the High-Speed Downlink Packet 

Access (HSDPA) (Forkel et al., 2005), Worldwide 

Interoperability for Microwave Access (WiMAX) 

(IEEE Computer Society and Society, 2005) and 

Long-Term Evolution (LTE) (Dahlman et al., 2007) 

which are all based on Third Generation (3G) and 

Fourth Generation (4G) technologies. 

Although these 3G and 4G technologies are attractive 

and efficient, they present some challenging issues; one, 

the wireless channel is characterized by fast-fading due 

to user mobility, two it must support a wide range of 

multimedia applications with diverse Quality of Service 

(QoS) requirements. To overcome the issue of channel 

fading, orthogonal frequency division multiplexing 

(OFDM) and orthogonal frequency division multiple 

access (OFDMA) have been adopted by network 

standards as the physical layer technology of choice 

(Rodrigues and Casadevall, 2009).  

The need for supporting various traffics in end-to-end 

transmission makes it inevitable for networks to guarantee 

the satisfactory provision of the quality of services in 

wireless links. In resource allocation problems, it is widely 

accepted that the higher the data arrival rate of a traffic 

flow, invariably the higher is its average throughput. But 

in a mixture of diverse traffics, the amount of sharable 

resources that the users get depends not only on their data 

arrival rates but also on their QoS constraints. However, 

when arrival rates are same or slightly different the traffic 

with the higher priority QoS requirement must be satisfied 

more. Therefore, a heterogeneous traffic scheduling 

algorithm must consider the specific QoS requirement of 

each application in allocating the common network 

resources. In this study, we propose a Maximum QoS 

Satisfaction (MQS) utility-based scheduling to allocate 

common network resources to a mixture of RT and NRT 

data traffics simultaneously. To achieve this, we designed 

MQS comprising of three different novel utility functions: 

a sigmoidal-type utility function for RT, and a diminishing 

marginal utility function for NRT and BE traffic flows. 

Each utility function incorporates an appropriate QoS 

metric (e.g., delay, throughput...) and QoS requirement 

(e.g., maximum delay, minimum throughput…) in order 

to ensure each user’s QoS satisfaction. The rest of this 

paper is organized as follows. In section 2, we present 

some related works. In section 3 the system model and 

assumptions are discussed. Section 4 proposes a novel 

scheduling framework based on sigmoid-type utility 

functions. In section 5, we present the system 

performances such as average system throughput and user 

satisfaction. In section 6, we summarize our work. 
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Related Works 

Wireless standards leave open, design of scheduling 

algorithms which will take advantage of multiuser and 

frequency diversities provided by OFDMA to improve 

overall system efficiency. As a result, the Maximal-Sum-

Rate (MSR) is proposed in (Knopp and Humblet, 1995). 

The MSR adopted by HSDPA aims only at maximizing 

the system capacity (average system throughput) by 

scheduling the user with the best channel condition 

during each scheduling epoch, thus sacrificing fairness in 

resource allocation.  

Therefore, the Proportional-Fairness (PF) 

scheduling algorithm was proposed in (Kelly, 1997; 

Kelly et al., 1998; Jalali et al., 2000) and implemented 

for 1xEVDO systems to provide a trade-off between 

throughput and resource allocation fairness. Fairness in 

this sense means equal allocation of network resources 

or scheduling opportunities. Even though PF 

scheduling provides multiuser diversity with fair 

resource allocation, it is still unable to achieve optimal 

fairness: it schedules more users in favorable channel 

conditions than users with poor channel conditions. In 

addition, none of these two algorithms can support QoS 

differentiation as required in BWASs.  

To provide service differentiation and achieve 

satisfactory performance for a wireless broadband system, 

a dynamic bandwidth allocation algorithm which takes 

into accounts both the channel and queue conditions, and 

QoS requirement of each user is required in the Base 

Station (BS) of a wireless network. To this end, several 

QoS-based scheduling policies such as the Exponential 

(EXP) (Shakkottai and Stolyar, 2001), Maximum Delay 

Utility (MDU) (Song, 2005), Modified-Largest Weighted 

Delay First (M-LWDF) (Andrews et al., 2000; 2001) were 

proposed. However, these algorithms use only packet 

delay as the QoS metric to schedule both the RT and NRT 

traffics irrespective of whether such traffics demand delay 

or not; therefore any QoS provisioning provided by them 

is only relative.  

Wang and Jia (2010), using strict priority implemented 

all the QoS services for WiMAX standards in the 

proposed algorithm. The algorithm uses strict priority 

discipline which allows the higher priority connections to 

starve the lower priority connection of bandwidth. 

However, a higher priority does not even ensure any 

absolute performance but only provides relatively better 

performance (Lee et al., 2009). Lee et al. (2009) also 

noted that traffic prioritization raises the issue of fairness 

as it already determines the order of access. In 

(Balakrishnan and Canberk, 2014) a traffic-aware QoS 

provisioning scheduling algorithm was proposed for 

constant-bit rate, video streaming and BE. However, the 

utility functions are based on average waiting time and 

traffic priority; no application-specific QoS requirements 

are included. Hence, efficient QoS provisioning will be 

difficult to achieve. The utility function designed to 

allocate resources to heterogeneous traffics must 

consider the QoS parameters appropriate for each traffic 

flow; utility function can measure the amount of utility 

(satisfaction) a user derives in terms of resources 

allocated to him. Therefore, Rodrigues and Casadevall 

(2009) proposed adaptive Delay-Based Fairness (ADF) 

and adaptive Throughput-Based Fairness (ATF) to 

schedule RT and NRT traffics, respectively. Although, 

each of the utility functions contains the appropriate QoS 

metric, they did not specify any QoS requirement hence 

QoS provisioning is not possible.  

The scheduling algorithm in (Song and Li, 2005) uses 

two utility functions, one for delay-constrained traffic 

and the other for BE traffic. However, average waiting 

time (average packet delay) is used to schedule the two 

different services. The scheduler in (Wang et al., 2007) 

considers support for three major classes of service, i.e., 

BE traffic with no QoS requirement, NRT traffic with 

data rate requirement and real-time traffic with delay 

requirements. However, the algorithms do not aim at 

scheduling the different traffics at the same time.  

Al-Manthari et al. (2009) proposed an algorithm that 

incorporates three utility functions, one for delay-based 

traffic, one for minimum rate-based traffic and the other 

for maximum-rate-based traffic. The algorithm specifies 

three different types of constant parameters for each type 

of traffic for the purpose of differentiating their QoS 

requirements. The main problem with this approach is the 

complexity of the algorithm and the difficulty of choosing 

an optimal value for each set of the parameters. The 

Urgency and Efficiency Based Packet Scheduling (UEPS) 

algorithm in (Ryu et al., 2005) is proposed to schedule RT 

and NRT traffic flows. Although, it uses different utility 

functions to schedule RT and NRT traffics, head-of-line 

(HOL) packet delay is still used to allocate resources to 

both RT and NRT traffics, thereby making efficient 

provisioning of their QoSs difficult to achieve. 

Supporting QoS implies an adaptation to various 

applications (Lee et al., 2009). Therefore, for efficient 

resource allocation and guarantee for QoS satisfaction, it 

is important that common network resources are allocated 

to different traffics using only the specific requirements of 

their applications. To satisfy this important requirement, 

Lima et al. (2014) proposed two utility-based RRA 

policies, the Throughput-based Satisfaction Maximization 

(TSM) policy and the Delay-based Satisfaction 

Maximization (DSM) policy based on sigmoid utility 

function and both aimed at maximizing the number of 

satisfied users in the system. However, it uses a similar 
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(bell-shaped) utility curve in both the TSM and DSM 

scheduling policies, thus making a guarantee of a higher 

user satisfaction index to a higher priority traffic flow 

highly improbable, especially when they have similar 

traffic model; because using the same utility curve for 

scheduling different traffic types may potentially achieve 

the same result as applying same QoS parameter to 

schedule different classes of service.  

System Model and Assumptions 

We consider the downlink of a time-slotted OFDMA-

based wireless packet access network. We assume a total 

bandwidth of B which is divided into K independent 

subcarriers and shared by Μ users who are randomly 

located at various distances and angles from their serving 

base station (BS) within a cell; therefore each user 

experiences a path loss. The base station (BS) can 

transmit a total power of P  which is uniformly allocated 

(uniform power allocation) among the total number 

subcarriers K, and it is assumed to be equipped with 

single transmit antenna to provide service to M active 

users, each equipped, without loss of generality, with a 

single receive antenna. Transmission between the BS 

and active users or mobile stations (MSs) takes place in 

time slots of a fixed duration, sT  , which is assumed to 

be less than the channel coherence time cτ . Thus, the 

channel gain, mH , is constant during each time slot and is 

independent of the channel for other time slots, i.e., a 

quasi-static fading channel is assumed. In the BS, the 

incoming packets of each user arrive from some upper 

layers and then buffered in its first-come-first-out (FIFO) 

queue with some given space for F packets waiting to be 

scheduled. We assume that each user (or subscriber) only 

has one traffic flow which can be chosen from video 

streaming and File Transfer Protocol (FTP) and each 

traffic flow m is assigned a queue Qm.  

Proposed Scheduling Frameworks 

The idea behind the proposed scheduling framework 

is to develop separate utility functions for each traffic 

flow so as to be able to incorporate the QoS metric that 

is specific to each application. Therefore, for a delay-

based traffic, we formulate a sigmoidal-type (positive 

and increasing) utility function in terms of packet delay, 
hol

m
D and which can be expressed by: 
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where, ( )hol

mU D  is a step-shaped utility function, max

m
D is 

the maximum delay requirement of user m and the 

parameter,
max

m

k
ρ

D
= is the normalizing parameter and k ⊂ 

(1, 2, 3) is the constant that determines the shape of the 

utility curve. The RT users’ utility derived from the 

network increases as the HOL packet delay, hol

m
D , 

increases; that is, the user‘s chances of being allocated 

resources increases as his HOL packet delay increases 

with respect to his maximum delay requirement, max

m
D . 

Therefore, we have that the RT utility function is an 

increasing utility function. The recursive HOL packet 

delay is approximately computed by: 
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where Rm[t] is the achievable data rate for user m at time 

slot t, Ts is time slot duration and ϖm is the bit arrival rate 

for user m. The term 
[ ]( )m s m s

m

T R t Tϖ

ϖ
−

 represents the 

instantaneous HOL packet delay. When Rm[t] is zero, the 

HOL packet delay is incremented by Ts. When the 

arrival rate for user m equals his achievable data rate, 

i.e., ϖm = Rm[t] the instantaneous packet delay is zero. 

However, in a heterogeneous mixed traffic involving 

NRT and RT services, the average throughput for NRT 

must be allowed to gradually decrease after it has 

achieved its required minimum rate so that the RT 

traffics will be able to satisfy their delay requirements. 

Therefore, a positive and decreasing utility function 

obeying the law of diminishing marginal utility will 

better capture this objective for NRT traffic, and can be 

mathematically modeled by: 
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Similarly, the parameter 
min

m

k

R
ρ =  is the normalizing 

parameter, min

m
R  is the minimum throughput requirement 

and mR  is the data rate of user m  averaged over all time 

slots. BE traffic is generally considered an NRT service, 

but which requires no minimum rate guarantee. 

Therefore, the minimum rate requirement in Equation 3 

can be substituted with zero to produce a utility function 

for BE traffic represented by: 
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 where, the normalizing parameter, 
k

L
ρ = . The packet 

length, L (in bits), is used for BE traffic to prevent its 
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data rate from increasing to infinity. The value of k=1 is 

adopted in the three utility functions. The optimization 

objective which maximizes the total utility of the 

network can be formulated as: 

 

 ( )
1

. [ ]
m

M

m m

m

max U x R tℜ
=
∑   (5)  
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where M is the total number of users in a cell, ℜ  is the set 

of all subcarriers in the system, 
mℜ  is the subset of 

subcarriers assigned to user m, ( )mU x is a utility function 

based on a generic variable
mx that can represent a resource 

usage or QoS metric of user m and [ ]mR t  is the 

instantaneous data rate of user m in time slot t. The 

optimization problem in Equation 5 is the maximization of 

the utility weighted sum rate. Constraints C1 and C2 state 

that the union of all subsets of subcarriers assigned to 

different users must be contained in the total set of 

subcarriers available in the system, and that these subsets 

must be disjoint, i.e., the same subcarrier cannot be shared 

by two or more users in the same time slot. Power 

constraints are not included because joint optimization of 

subcarrier and power is nonlinear and so it is complex to 

solve. Besides, optimal solutions are often difficult to be 

found. However, sub-optimal solutions that have been 

proposed in literature considered segregating the problem 

into two steps: first, dynamic resource assignment with 

fixed power allocation, second, adaptive power allocation 

with fixed resource assignment. We can simplify the 

optimization problem by skipping the second stage since 

the works in (Tung and Yao, 2002; Shen et al., 2003) have 

found that adaptive power allocation does not offer 

substantial gains over equal power allocation at high 

SNRs, Furthermore, Rhee and Cioffi, 2000 noted that 

equal power allocation offers a low complexity. When 

equal power allocation is applied, the problem in Equation 

5 has a closed form solution as it’s the objective function 

is now linear with respect to [ ]mR t . As a result, the 

optimization objective function can be regarded as simply 

a dynamic resource allocation, whose weights are 

adaptively controlled by the utility function. In order to 

ensure that service bits for each user is less than or 

equal to available bits in his queue, a frugality 

constraint (Song et al, 2005) is imposed to avoid wastage 

of bandwidth. Therefore, for optimization objective 

function with equal power allocation among subcarriers and 

according to Song et al, 2005, we have that the user with 

index m*  is chosen to transmit on the subcarrier K at the 

time slot t if the condition below is satisfied: 

 

[ , ]
[ , ].min [ , ],

m

m
m m

s

Q k t
m* = arg max w k t r k t

T
ℜ

   
  
   

 (6) 

 

where [ , ]mw k t  the scheduling is weight corresponding to 

the utility function for user m on subcarrier k in time slot 

t, [ , ]mQ k t is the queue for user m and [ , ]mr k t  denotes the 

instantaneous achievable transmission rate of the 

subcarrier k with respect to user m during time slot t. 

The instantaneous achievable transmission rate is 

computed as 2

[ , ] [ , ]
[ , ] log 1 m m

m
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K δ
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= + Γ 
, where 

[ , ]m k tΡ  is the equal power on each subcarrier, [ , ]mH k t  is 

the channel gain, δ  is noise power and Γ is SNR gap. 

The SNR gap, Γ = -[ln(5.BER)/1.5], where BER=10
-6

 is 

assumed. Adaptive modulation and coding scheme 

(AMCS) of the data rate is computed 

as * [ , ]
[ , ] 2

2

m
m

r k t
r k t round

 
= ×  

 
. Therefore, the 

instantaneous achievable data rate in the optimization 

problem for user m is * [ , ]
[ ] min [ , ], m

m m

s

Q k t
R t r k t

T

 
=  

 
. 

Simulation Results 

In this section, we will highlight the distribution of 

average system throughput and user satisfaction among 

the traffic flows for the proposed scheduling algorithm, 

MQS, in comparison with EXP, UEPS, DSM/TSM, PF 

and MSR scheduling policies. The simulation considers 

a system bandwidth of 5MHz divided into 128 

subcarriers and slot duration of 2.0571ms. We assume a 

total transmit power of 33.9897dBm and a total noise 

power of -151dBm at the receiver front-end. Apart from 

the Rayleigh flat fading which is based on the Stanford 

University Interim (SUI) channel model 4 (Erceg et al., 

1999), the transmitted signal undergoes a distant-

dependent path-loss given by: 

 

 ( )[ ] 4
20log 10 logo

o

d d
PL d dB n

d
σ

π
χ

λ
  = + +  

   
 (7) 

 

Where Path-loss exponent, n=3; reference distance, 

do=100m; shadowing, xσ = 8dB and wavelength, λ = 

120mm in a cell with radius, r = 1000m. A discrete-time 

system-level simulator was developed using the 

MATLAB simulation software package. The simulation 

took duration of 20s. 
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Traffic Model 

The RT services are provided by video streaming. 

The FTP belongs to NRT class of service. For video 

streaming traffic, we consider that the packet with a size 

of 512 bits is exponentially generated at a packet inter-

arrival time of 2ms with a maximum delay threshold of 

100ms. The FTP traffic flow with a packet size of 1024 

bits, requests minimum data rate of 9.6 kbps. Full buffer 

models in which the queue is infinite is adopted for the 

FTP (NRT) traffics. This assumption of infinite or full 

buffer model for simulation purposes is justifiable 

especially for next generation NRT traffics with very 

large amount of data to transmit. For RT traffic, the 

buffer size is computed as max

RT m
Buffer Dϖ= × . This buffer 

management ensures that the system’s delay budget for 

the RT traffic is satisfied.  

Performance Metrics 

The following performance metrics are compared for 

different scheduling and resource allocation algorithms 

in the downlink of an OFDMA system: 
 

• Average throughput: The data rate of a user 

averaged over all time slots. It can also be defined as 

the average number of successfully delivered bits 

over the lifetime of the user’s connection. 

• User satisfaction: In RT scheduling, packets are 

allocated network resource before the expiration of 

its deadline otherwise the packet is useless and 

dropped from the base station queue. Therefore, an 

RT user is said to be satisfied if resources are 

allocated to him within the delay budget. Similarly, 

an NRT user is said to be satisfied if his average 

throughput during the session equals or exceeds his 

required minimum data rate. Session duration 

depends upon the number of time slots used in the 

simulation. The user satisfaction is, therefore, 

defined as the percentage of the ratio between the 

numbers of users who are satisfied in terms of their 

required QoSs to the total number of users in each 

service class. Mathematically, percentage of user 

satisfaction can be expressed by: 

 

100
satisfied

i
i

i

J
S

J
= ×  (8)  

 

where satisfied

i
J  is the number satisfied users in 

service class i and Ji is the total number of users in 

each service class. 

Resource Allocation with Real Time Services 

In this section, we compare the average system 

throughput and user satisfaction for MQS, UEPS, EXP, 

DSM, PF and MSR scheduling algorithms. Packet dropping 

policy is implemented; as such the HOL packet is dropped 

from a user’s buffer if it exceeds its delay budget 

(maximum tolerable delay). Figure 1 depicts the average 

system throughput as a function of the number of RT users.  

 

 
 

Fig. 1. Average system throughput for a video streaming service 
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Fig. 2. User call satisfaction for a video streaming service 

 

As it can be seen, the MQS achieves the best throughput 

performance followed by the other delay-aware 

algorithms such as UEPS, EXP and DSM. One would 

expect the opportunistic schedulers such as PF and MSR 

to present higher average system throughputs than the 

delay-aware schedulers. However, this was not so 

because MSR maximizes the system capacity by always 

choosing a few users and by nature of the RT traffic 

model used, the buffers of these few users do not have so 

much data to transmit hence the poorest throughput 

performance. Similarly, PF only slightly provides higher 

average system throughput than MSR, as it attempts to 

increase the number of selected users by using the user’s 

relative channel condition to fairly distribute the 

available system resources.  

Generally, the delay-aware schedulers perform 

better than the opportunistic ones because they are 

more adapted to avoiding excessive delays and 

minimizing packet loss. 

Figure 2 shows the user call satisfaction for 

different scheduling schemes. It can be seen, for all 

the scheduling schemes, that when traffic load 

increases users become less satisfied because the 

available resources have to be shared by the 

increasing number of users. However, the MQS 

provides the highest ratio between the numbers of 

satisfied RT users to the total number of RT users in 

the network. For other algorithms, it can be observed 

that their achievable user satisfaction indexes tend to 

converge as the traffic load increases beyond the 

traffic load of 108 users while MQS still continues to 

maintain a superior performance. 

Resource Allocation with Non-Real Time 

Services 

This section compares MQS, TSM and PF scheduling 

policies for a scenario with NRT traffics that provide only 

FTP services. For NRT traffics, full-buffer traffic model 

is adopted. The average system throughput for various 

FTP traffic loads is depicted in Fig. 3. As expected, the 

MSR provides the highest average throughput by 

selecting fewer users who always have full buffers of 

data to transmit. The PF which sacrifices some of the 

system throughput for throughput fairness also performs 

better than MQS and TSM. The MQS achieves greater 

throughput compared to TSM. The reason for this is that 

TSM uses a bell-shaped utility function in which the 

utility for the user decreases rapidly after his required 

minimum throughput might have been achieved, 

whereas in the case of MQS the user’s utility decreases 

slowly thus accumulating greater average throughput 

over the same scheduling interval.  

Figure 4 shows that MQS achieves slightly higher 

user satisfaction performance compared to TSM. The 

PF performs better than MSR in terms of user 

satisfaction, although this achievement is lower 

compared to TSM and MQS. The extremely poor 

performance of MSR is expected, because the MSR 

always chooses fewer users to satisfy in terms of their 

required minimum rate requirement. 
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Fig. 3. Average system throughput for an FTP service  

 

 
 

Fig. 4. User call satisfaction for an FTP service
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Resource Allocation in a Mixture of Real 

Time and Non-Real Time (Heterogeneous) 

Services 

In this section, we compare MQS, DSM/TSM and PF 

scheduling policies in a scenario with mixture of video 

streaming and FTP traffics with equal number of users. 

The MQS and DSM/TSM are both designed to schedule 

a mixture of delay-sensitive and minimum-rate-sensitive 

traffics at the same time; the PF is not.  

Therefore, in Fig. 5, the PF is unable to allocate 

higher throughputs to higher-priority video streaming 

traffic. The MQS achieves similar throughput 

performance as DSM/TSM for video traffics. However, 

in the case of FTP traffics, it performs better than 

DSM/TSM which allocates almost zero throughputs 

when the number of users increases beyond 108. In 

terms of user satisfaction as depicted in Fig. 6, both 

MQS and DSM/TSM provide almost equal user 

satisfaction performance for video users. In the case of 

FTP, the MQS achieves almost a 100% user satisfaction 

while the user satisfaction achieved by DSM/TSM 

decreases as the traffic loads increase and reaching 0% at 

traffic load of 108 users. This is because DSM/TSM 

gives more priority to RT traffics. PF could not still 

allocate higher user satisfaction to video users than to 

FTP users. Unlike the PF, the DSM/TSM can satisfy 

video streaming users more than FTP ones; however, 

this is achieved at the expense of starving FTP in terms 

of the allocated resources. 
 

 
 

Fig. 5. Average system throughput in a mixture of video streaming and FTP traffics 
 

 
 

Fig. 6. User call satisfaction in a mixture of video streaming and FTP traffics
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Conclusion 

In this study, we studied the existing scheduling 

algorithms and found that most of them are designed to 

schedule both RT and NRT traffics using a single QoS 

metric (i.e. using traffic priority or packet delay for both 

RT and NRT). For efficient resource allocation and 

guarantee for QoS satisfaction, it is important that the 

common network resources are allocated to different 

traffics based on the specific QoS demanded. To achieve 

this, we developed a novel utility-based scheduling 

framework to allocate network resources to a mixture of 

RT, NRT and BE services using different utility functions 

as well as applying the specific QoS requirement for each 

service. The proposed scheduling framework, called 

Maximum QoS Satisfaction (MQS), is of low complexity 

because it requires only the QoS requirement of each 

admitted user to be supplied in the uplink transmission. 

In the simulation, equal power allocation among 

frequency resources is assumed in order to further reduce 

the complexity of the optimization problem. The 

simulation study shows that MQS achieves the best 

average system throughput and user satisfaction 

performances in a scenario with RT services. In a 

scenario with NRT services, it was outperformed in 

terms of system throughput by MSR and PF as would be 

expected, owing to; one the nature of the full-buffer 

traffic model used for NRT in which each user has 

unlimited data in buffer and two the opportunistic nature 

of MSR and PF algorithms.  

However, the MQS outperforms TSM, MSR and PF 

in terms of user satisfaction in NRT traffic scheduling. In 

a heterogeneous mixed traffic scenario, MQS, although 

allocates higher throughput to video streaming users than 

FTP ones, it does not discriminate much between the two 

in terms of users’ QoS satisfaction. PF is not designed to 

handle QoS; hence it allocates higher throughput and 

higher user satisfaction to lower priority FTP traffic than 

to higher priority video traffic. Because DSM/TSM uses 

a similar utility curve to schedule both FTP and video 

traffics, it results in greatly starving the lower priority 

FTP traffic at the expense of higher priority video both 

in terms of throughput and user satisfaction. Hence, it 

has the potential of churning most of the FTP users out 

of the network. Finally, the MQS achieves its main 

objective of providing efficient QoS differentiation in a 

heterogeneous mixed traffic scenario; and thus enables 

network operators guarantee satisfactory provision of 

services to all in order to maintain a high number of 

subscribers, decrease churn and attract new subscribers.  
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