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ABSTRACT

A Wireless Sensor Networks (WSN) comprise of a hggeantity of clusters of sensor nodes that can
inter communicate with all nodes and with the bas#ion through a wireless link. All clusters are
corresponding to a cluster head to provide a dicechmunication to the base station and in addition
with other cluster heads. Obviously well-organizatiection of cluster head is a significant probiem
the performance of the wireless sensor networkthia study, a novel two stage clustering protocol
based on Self Organizing Map (SOM) neural netwonki &odified Fuzzy Possibilistic Clustering
Algorithm (MFPCM) with the purpose of balancing teeergy consumption. The clustering is carried
out based on two important condition, energy leasred coordinates of sensor nodes. Consequently, this
novel two stage clustering method can prevent frgmemature death of the nodes and permit for
random death of them. The experimental observateweals that the SOM-MFPCM based cluster-
head selection algorithm performs better than tlister head election approach used in LEACH and
can enable the network lifetime longer with lessniver of dead nodes.

Keywords: Wireless Sensor Networks (WSN), Cluster Head Elaci EACH Protocol, Modified Fuzzy
Possibilistic Clustering Algorithm (FPCM), Self Gngzing Map (SOM)

1. INTRODUCTION and a power supply. The package can usually belraste
a node or “mote”. A key facet of a wireless sensor

The most recent years there has been a rise ofietwork is that the microprocessor on every mote ar
attention in small, low power hardware platformstth often programmed to make sure that each one sensors
incorporate sensing, processing data received @oio during a given region work as a coherent system.
be sent to the atmosphere with wireless communicati Whereas sensor nodes during a wireless sensor rketwo
capability. Wireless sensor networks play a vitdérin are capable of exchanging information with alteixmeat
remote area applications, where human intervenion nodes, most applications can involve the delivefy o
not possible. In a Wireless Sensor Network (WSNhea information and data from every sensor node tordrak
and every node is strictly an energy as well asldth data collection purpose. That time can generallyabe
constrained one. computer that archives the information and softwiare

A wireless sensor network consists of varied itefis required to make sure that the information delidere
hardware and software. At the core of the systethds  from the wireless receiver is taken, displayed leeep in
the wireless sensor device. This piece of equipmenta usable manner. The third component of any sultdess
consists of the physical sensors, a microprocessor wireless sensor network system involves retrievahe
research the raw data signal and generate themafam information created from the sensor network. Soféwa
message, a radiofrequency transmitter to deliverddita  applications should somehow be able to question the
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information generated by the sensor network duang develop the classic idea for topological clusterany
logical manner (Jang al., 2008). incorporate a topology-energy based clustering ateth

The sensors which are available in a wireless sensoby using SOM neural networks in order to apply two
network are deployed arbitrarily surrounded by the unrelated variables (energy and distance) in algte
region of importance or nearer to it. A distantemniet and reduce the dimensions of the dataset and izsual
equipped Base Station (BS) is employed to giveinto a map. Furthermore, by applying a second etirgg
instructions to all the sensors and collect infdfota ~ phase by K-means, we aimed to regroup and optimize
from the sensors. Together with sensing, the wseele the clusters and reduce the algorithm computaiioe t
sensors can also route the obtained information andas shown in (Tong and Tang, 2010). Simulation tssul
transmit instructions to the BS as well as commatei¢o show that our new protocol can extend the network
each other (Lindsest al., 2001; Enamét al., 2010). lifetime in the terms of first node dying.

Cluster based approach is useful for environment Chandramathigt al. (2007) WSN is a collection of
monitoring. WSN is the combination of wireless autonomous devices with computational, sensing and
communication and environmental perception. It is aWireless communication capabilities. The sensoresod

special form of wireless ADHOC network. This can are low cost, multi-functional devices that are sy
construct the network without any infrastructureefgy ~ deployed either inside the phenomenon or very diose

efficient routing algorithms are mainly divided to the ~ @nd are often powered by independent power sources.
following categories. (1) Reduction of the The lifetime of such sensor nodes show a strong

communication energy consumption by adopting multi- depender:_ce O? lifetime Og tEe power source:hus”eizgt_So
hop transmission strategy. (2) Balancing the ndtwor EZZZ?nr\eli 'Oann Oimp(z)vgtzrn?r}ssugmi:r? |\r/1\(/:§\lasse Roitin Iin
load by adopting the cluster-based routing pro®eoid P § 9

o7 . . wireless sensor networks, which consumes a
optimizing the location of cluster head. (3) Adogtithe considerable amount of energy, offers ample scope i

sleep and wake-up mechanism to avoid the unnegessal, reasing the life time of WSNs. To address thibfem
energy consumptionThe energy of a node is very 4, gpergy Aware Optimal Routing (EAOR) algorithm,
limited; the maximum lifetime of WSN plays an \yhjch determines the path that consumes minimumepow
important role to design the routing protocols. The petween the source node and the destination nede, i
efficient routing protocol plays an important roler  proposed here. This EAOR algorithm performs better
packet transmission and also considers the networkerms of conservation of power compared to thetebbr
balance (Thangadurai and Dhanasekaran, 2013). path routing algorithm. This EAOR algorithm is also
Rajkamal and Ranjan (2012) proposed anvalidated through extensive simulation in various
Aggregation techniques which plays major role in scenarios, like increasing the number of sensoesaadd
increasing network life time by reducing the amoaft  gateway nodes. The results show that EAOR algorithm
data and data transmission in the resource lintitatiery) performs well for all the scenarios.
WSN. By exploring the impact of heterogeneity oe th
data aggregation protocols, energy consumptioragior ~ 1-1. Related Works
of the WSN is significantly reduced. The simulation  ag an effective way to control the network topolpgy
results that rationalize the proposed scheme a@in@d o cjystering algorithm can significantly redudee t
by comparing V\?th LEA%H’.HE.ED’ hC'-F’DDA apq energy consumption of wireless sensor networks and
i-lr—rlprroNv:anmteerr\rtnt?yc;pi)?ﬁ;%ythésslrzztclgg dssgr\:\grrlé;epror‘rgSI improve network throughput. Through learning the
. framework of clustering algorithm for wireless sens

In this study a novel centralizes Energy Based ks. thi q ‘ahted hisie
Clustering protocol through using Self organizingpm networks, t IS stu yp_resentsawelg ted averag r
head selection algorithm based on BP neural network

neural networks (called EBCS) is presented which ca '™° i ) =
provide a uniform distribution of energy in all sters ~ Which make node weights directly related to theisiec-
leading to longer life of the nodes. The differené@ur ~ Making predictions. The weight distribution of nede
proposed protocol with previous ones is that dlige to objective. The simulation results show that efficig of
adaptively cluster the nodes not only based onr thei the algorithm in eliminating data redundancy, reclgc
topological closeness (coordinates) but also bamed network traffic, extending the network lifetime.

their energy levels in each set-up phase by uselfy S This study presents a new cluster based routing
Organizing Map (SOM) neural network. We tried to protocol for wireless sensor networks called Energy
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Based Clustering Self organizing map (EBCS). T n station. Because of the greater number of comjuunali
protocol can cluster sensor nodes based on multipleasks, the existing routing protocol did not aderése
parameters; their energy level and coordinatesutiir energy efficient problem properly. In order to m@me
using self organizing map neural network capability  he problem of energy consumption due to more numbe

multi _dlmenS|onaI data clustering. Energ_y based of computational tasks, a new method is developéads
clustering can form energy balanced clusters ireotd . L . : . .
algorithm divides the sensing field into three \aeti

better balance energy consumption in whole network I q leeni | he cl head
which will prolong network lifetime while insuringnore clusters and one sleeping cluster. The cluster hea

network coverage by random and dispersed dying ofselection is based on the distance between the base
sensor nodes throughout network space. Simulatiorstation and the normal nodes. The Time Division
results approve the advantages of EBCS over twidesim Multiple Access (TDMA) mechanism is used to make
protocols, LEACH and LEA2C in the terms of the cluster remain in the active state as well fes t
postponement of first node death and preservingemor sleeping state. In an active cluster 50% of nodiiber
network coverage. Also a new cost function for ®ec  made active and the remaining 50% is in sleep .sfate

of best Cluster Heads based on multi criteria ésented  sleeping cluster will be made active after a peridd

in which the weights of the criteria are determinsthg  (ime and periodically changes its functionality. Do

an analytic hierarchy process. - - S
Prommak and Modhirun (2012) proposed a researchth!s. p?”OdIC change of state, energy consumptpn !

. ; minimized. The performance of the LEACH algorithm

presents a study of the optimal network design for.

efficient energy utilization in continuous data{yarting is also analyzed, using a network simulator NSZdas

WSNSs. the problem of minimizing the network cost ©" the number of Cluster Heads (CH), Energy
through the minimum number of relay-station consumption, lifetime and the number of nodes alive

installation is examined initially. Then further
investigation of minimizing the energy consumptimi 2. MATERIALSAND METHODS

the sensor nodes. We model the network design . )
problem as an integer linear programming. This key2-1- Algorithm Assumptions

contribution is that the proposed models not only  oyr proposed algorithm is a centralized clusteetias
guarantee the network lifetime but also ensureraiié protocol strongly related to LEACH-Centralized

communication between the energy-limited sensor )
nodes so that the network can guarantee packeedgli (LEACH-C) (Guoet al., 2010) af‘d LEA2C (Enami.al., .
from sensor nodes to the base station. Results.2010) protocols. The operation of the algorithm is

Numerical experiments were conducted to evaluate an divided into rounds in a similar way to LEACH-C. dba

demonstrate the effectiveness of the proposed rdetho round begins with a cluster setup phase, in whicster
in various network scenarios. organization takes place, followed by a data trassion

Sihamet al. (2013) presented a passive clustering Phase, in which data from the simple nodes are
mechanism and the C|ustering protoco|s proposed fortra.nSferred to the cluster heads. Each cluster head
wireless sensor networks; they introduce a newaggregates/fuses the data received from other nodes
protocol designated based on the APC-T for mobileWithin its cluster and relays the packet to theebas
nodes in wireless sensor network. This mechanismstation. In every cluster setup phase, Base St{B&)
provides the stability of clusters after each depaf has to cluster the nodes and assign appropriats tol
cluster-head and allows balanced energy consumptiothem. BS also creates a Time Division Multiple Asxe
among the sensor nodes. Comparison with the egistin (TDMA) table for each cluster and affects this ¢ald
schemes such as APC-T and GeographicallyCHs. Using TDMA schedules the data transmission of
Repulsive Insomnious Distributed Sensors (GRIDS) sensor nodes and also allows sensor nodes toffuthe
proves that the mechanism for selecting a backup ofantennas until and after their time slot and sawrt
cluster-head nodes, which is the most importaniofac energy. So the energy consumption for sending abntr
influencing the clustering performance, can packets is assumed to be just for BS. We assum@&gha
significantly improves the network lifetime. has no constraint in its energy resources and dia$ t

In a standard WSN, most of the routing techniques,knowledge about the energy level and positionlof@des
move data from multiple sources to a single fixedd  of the network (most probably by using GPS receimer
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each node). The sensor nodes assumed to be hornsgenaenergy level according to our assumptions. So we ca
(they have the same processing and communicatiorpartition the network space to m regions and sdteet
capabilities and the same energy level at algorgtart). nearest node to center of every region. However due
to using two stage SOM-MFPCM method, we usuall
2.2. Cluster Setup Phase need téJ conside?a rather large value for m, esgigci !
The protocol uses a two phase clustering methodin large WSNs. In this case we can choose these m
SOM followed by MFPCM algorithm which had been nodes randomly. We need three variables. Therefore
proposed in (Tong and Tang, 2010) with showing our weight matrix would be Equation (3):
advantage of two stage clustering method compared t

direct clustering of data by MFPCM in the term of [ xd, o xd, |
computation time. X0 oy X0 e
The variables that we want to consider as SOM yd, xd,,
input dataset is x and y coordinates of every niode = ©)
ydmax deax
network space and the energy level of them. So we
will have a D matrix with nx3 dimensions. Since we & .. 1-—m
are applying two different type variables, first we L Ermax E max

have to normalize all values. We used a Min-Max

normalization method (Heinzelmaet al., 2000) in  where, W is the weight matrix of SOM, XD = (xdxd,)
which mina and maxare the minimum and maximum are x coordinates, YD = (yd.yd,) are y coordinates and
values for attribute a. Min-max normalization, maps (1-E/Eay...1-E/Enay) are consumed energy of m
value v in the range of (0, 1) by simply computing selected maximum energy sensor nodes. As you eain se

Equation (1): “(5)", we have a 3*m weight matrix, so we would @ls
. have m map units (clusters). Finally, the SOM topwl
yizo_Yomin, (1) structure would be asFfg. 1 and 2 shows Number of
(maxa_ mina) dead nodes over certain time.

In our application, learning is done by minimizatio
By means of above equation, the dataset matrix0f Euclidian distance between input samples andrthe

would be Equation (2): prototypes weighted by a neighborhood functign o
the criterion to be minimized is defined as in
[ xd, yd, E, | (Chandramathet al., 2007) Equation (4):
deaX ydmax E7[\’1&)(
' S En =2 > Dh llw = A 4)
D= (2) SOM N =4 j,N[X(k)] i
xd, yd; E, _ _
xd yd E where, N is the number of data samples, M is thalrar

- of map units; N(X) is the neuron having the closest
referent to data sample N{¥ and h is the Gaussian

where, D is the data sample matrix or input vectufrs neighborhood function defined by Equation (5):

SOM, XD = (xd...xd,) are X coordinates, YD =

(yd;...yd,) are Y coordinates, E = (E.E,) are energy I —r ff
levels (remained energy) of all sensor nodes of thehi,j(t):exp{—jZ] (5)
networks, X¢a.y is the maximum value for x coordinate 20,

of the network space, yg is the maximum value for Y

coordinate of network space andw.kis the remain  where, ||eri|f the distance between map unit j and input
energy of maximum energy node of the network (&t th sample i ands, is the neighborhood radius at time t,
beginning it is equal toa). which is defined by Equation (6):

In order to determine weight matrix, Base Station
has to select m nodes with highest energy in the B ¢
network. At the beginning, the nodes have equal 0(t)_ooe)(p(_/l') ©)
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Fig. 2. Number of dead nodes over time

where, t is the number of iteration, T is the maxim
number of iteration or the training length. Thetalike
between X and weight vectors of all map neurons are
computed. A neuron N(X which has the minimum
distance with input sample (X would win the
competition phase Equation (7):

N(x,)=arg min [~ X f (7)

The neighborhood radius is a large value at the
beginning and it will reduce with increasing of thme
of the algorithm in every iteration. After comptit

Else Equation (9):

W, (t+1)= W, (1) 9)

where, h, . (t)the neighborhood function at time t
X))

anda(t) is the linear learning factor at time t definey
Equation (10):

a(t) = ao(l—%.)

where, 0, the initial learning rate, t is the number of
iteration and T is the maximum training length. The
learning phase repeats until stabilization (no more
change) of weight vectors. Output of SOM should be
given to K-means algorithm as input.

(10)

2.3. Fuzzy Possibilistic Clustering Algorithm

The fuzzified translation of the k-means approach
is Fuzzy C-Means (FCM). FCM is a clustering
approach which lets one node to communicate to two
or more clusters. Dunn in 1973 proposed this
approach and it was enhanced by Bezdek (1981). This
approach is an iterative clustering technique that
provides a most favorable ¢ partition by diminighin
the weight inside the group sum of squared error
objective function JFCM Equation (11):

Jrem (v,U,X)=izn:u$d2

i=l j=1

(Xj’vi)'1< m< +oo

(11)

In the above equation X = {X,,...,x,} O Rp is the
corresponding nodes in the p-dimensional vectocespa
the amount of node is indicated as p, ¢ denotes the
amount of clusters with 2 c< n-1. V = {v,v,...,V} is
the c centers or prototypes of the respective etssty
indicates the p-dimension center of the clustend &

(Xj, vi) denotes a Euclidean distance measure between
object x and cluster centre;.vU = {u;} represents a

phase, SOM should update the weight vector of thefuzzy partition matrix with p= u(x) is the degree of

winner N(X) and all its neighbors which placed at the
neighborhood radius of R(NEY. If w,OR"™ then
Equation (8):

Wi(t+D) =W, ) +a(dh,, (0 xO= W, (0) )
k
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membership of xin the I" cluster; x is the |" of p-
dimensional measured data. The fuzzy partition imatr
satisfies Equation (12 and 13):

0< Zpij <nOi04,....c

=

(12)
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ipij —1,0j04L,....n} (13)

m is a weighting exponent constraint on each fuzzy

membership and sets up the quantity of fuzzinegbef
resultant cluster head classification; it is a pfeckd
number which is higher than one. Based on the cainst

U the objective function JFCM can be diminished. In
particular, the use of JFCM in accordance wittand v
and zeroing them correspondingly is essential kit n
adequate conditions for JFCM to be at its locatesrt.
will be as the following Equation (14 and 15):

e.(d(Xv) 2/(m-77t
W= — 1 Jl<i<ci< jsn 14
g™ a9
v, = 2 g g (15)

P

1

1+{d2(xj Vi ):iml_l
N;

My = (18)

u; indicates the possibilistic typicality value ofhgale %
corresponding to the cluster i.[0f1,) is a weighting
factor said to be the possibilistic parameter. PiSIso
dependent on initialization feature of other cluste
techniques. The cluster heads do not have a huge
mobility in PCM approaches, as each data point is
categorized as simply one cluster node at a tirtteera
than all the clusters at the same time. As a resuit
appropriate initialization is essential for thealthms to
converge to nearly global minimum.

The distinctiveness of both fuzzy and possibilistic
means algorithm is combined. Memberships and
typicalities are extremely essential parameters tfar
right feature of data substructure in clusteringbpem.

As a result, an objective function in the FPCM lohea
both memberships and typicalities can be denoted as
below Equation (19):

In wireless atmosphere, the memberships of FCM do

not constantly communicate well to the degree of

belonging of the data and possibly will be inexadtis
is primarily because the real data inevitably iwesl
some noises. To improve this limitation of FCM, the
constrained condition (1) of the fuzzy c-partitignnot
considered to acquire a possibilistic type of mersiip

function and PCM for unsupervised -clustering is

developed. The cluster head created by the PFCM;“iizl'DjD{l’“"n}

belongs to a thick region in the data set; eveugtek is
self-sufficient of the other cluster nodes in thEMP
strategy. The formulation is the objective functufrthe
PCM Equation (16):

C n

Sren (V.U )= 3 S ()

i1 j=1

. (16)
+ZrliZ(1_Uij)m
i=1  j=1
Where Equation (17):
n m 2
o, = Skl ~v] (17)
My

ni is the scale parameter at tieluster Equation (18):
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IrouUTV)=D D @) + ) (X .y )

i=1 j=1

(19)

with the following constraints Equation (20 and:21)

[

(20)

n

Dot =10i04,...,.¢}

=

(21)

A solution of the objective function can be acqdire
through a recursive process where the degrees of
membership, typicality and the cluster head cendees
update with the equations as follows Equation (224):

e (d(X..v) 2/(m-1)77
= i R JA<i<ci< j<n. 22
W [é{d(xj’w)] ] j (22)
2/(n-n77t
t; diX;.v) JA<i<cl< j<n (23)
k=1 d(xj1vk)
JCS
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Vi ZM,]_giSC (24) _ ) ij —Vi H2
PO (THEZ- W =exp -

b

(26)

X, —Vﬂ*c/ n

PFCM constructs memberships and possibilities
simultaneously, along with the usual point protetymr In the previous equationywepresents weight of the
cluster centers for each cluster. Hybridization of pointjin relation to the class i. In order toealthe fuzzy
Possibilistic C-Means (PCM) and Fuzzy C-Means and typical partition, this weight is used. The eafive
(FCM) is the PFCM that often avoids various protsem function is composed of two expressions: The fashe
of PCM, FCM and FPCM. The noise sensitivity defefict ~ fuzzy function and uses a fuzziness weighting eepan
FCM is solved by PFCM, which overcomes the the second is possibililstic function and uses @ical

coincident clusters problem of PCM. But the estiorat we_ight.ing exponent; but the two coefficient; _in the
of centroids is influenced by the noise data objective function are only used as exhibitor of
y ' membership and typicality. A new relation, lightly

2.4. Modified Fuzzy Possbilistic C-Means different, enabling a more rapid decrease in tmetfan
Technique (FPCM) and increase in the membership and the typicalttgrw
they tend toward 1 and decrease this degree when th
Objective function is very much necessary to enbanc tend toward 0. This relation is to add Weighting
the quality of the clustering results. Huagigal. (2008) exponent as exhibitor of distance in the two under
presented a new approach called Modified Suppressedbjective functions. The objective function of the
Fuzzy C-Means (MS-FCM), which significantly MFPCM can be given as follows Equation (27):
improves the performance of FCM due to a prototype-
driven learning of parameter (Saad and Alimi, 2009). SNN (M T (y
Exponential separation strength between clustetieis N ;jzl(u” W05 Y) (27)
base for the learning processooénd is updated at each +tifjlwi?d2” (%,,%))
of the iteration. The parametercan be computed as
Equation (25):

U = {w} represents a fuzzy partition matrix, is
defined as Equation (28):
2
_ v v _
o =exp — mint——- (25) 2m/(m-1)772
izk ] _ ZC: d?X.v (28)
Hi =l d?X v
In the above equatighis a normalized term so th@t ) N o
is chosen as a sample variance. Thdt is,defined: T = {tj} represents a typical partition matrix, is
defined as Equation (29):
rLlX-_T(F r.17 X /n-177t
B: Zj_l ‘ J 7‘ Where7(=7zl_n ! t = i d")XJ M s (29)
n A 1T & d72x Ly

But the remark which must be pointed out here és th
common value used for this parameter by all tha dat
each of the iteration, which may induce in errornéw
parameter is added with this which suppresses this Zjnﬂ(ui,-mwj?"ﬂj”vv,-i”)ﬂ)ﬂ

V = {vi} represents c centers of the clusters, is defined
as Equation (30):

common value ofi and replaces it by a new parameter v, = T (30)
like a weight to each vector. Or every point of theta Z:j=1(“ikwii i Wﬂn)

set possesses a weight in relation to every cluster )

Consequently this weight permits to have a better2-9- Cluster Head Selection Phase

classification especially in the case of noise datse Different criteria can be considered for selecting
following Equation (26) is used to calculate thaghé CH in a formed cluster. Enarsdi al. (2010) three criteria

///// Science Publications 372 JCS



Rathi and Viswanathan / Journal of Computer Scidic€3): 366-375, 2014

have been considered for CH selection: The sensor 3. RESULTS

having the maximum energy level, the nearest setosor

the BS and The nearest sensor to gravity center The experiment is carried out in 300x300 ragion

(centroid) of the cluster (both latter criteria ds&  with 100 sensors deployed arbitrarily inside thegion

minimi_ze inter e_md intra cluster communicatio_ns)_. that assuming that they are deployed in clustetts inier-
Trying to incorporate four above criteria, we cluster message will occur only during cluster Iseafcthe

proposed a cost function which should be computedparticular clusters. The base station is locatédi%,150).

for every member node of formed clusters as in)J{15 A node is regarded as to be a dead node if itsggner

Equation (31): level is 0 and can be put is “sleep” mode if lowlean
10% of its preliminary energy is remained. The
Cost(i)= E,-E ), DtoBS - DtoBS,, performance of Le:;\ch algorithm is analyzed vyith the
ost(i)=a E, B DoBS, - DtoBS,, proposed approach in terms of sensing coveragetiover
(31) and amount of dead nodes in the system over tiimg us
+)\( DtoC, - DtoG,, }rw( CHfreq — CHreg, j simulation based on MATLAB. The distance (d) betwee
DtoC,,,, — DtoC,, CHifreq,,,— CHfreq,;, the sensors with in a cluster using the concepiuafidian

distance. The energy used to broadcast q bit @f alat
where, § is the initial energy of the nodes; B the distance d for each sensor node is Equation (32):

remained energy of th& node, DtoBSis the distance of

i™ node to BS, DtoBS, is the distance of nearest node Em ()= QB+ dJ d
of the cluster to BS, DtoBS, is the distance of furthest )
node of the cluster to BS, Dtpi3 the distance of node i The energy used to collect data for each node is
with centroid of its cluster, Dtag, is the distance of Eduation (33):

nearest node to centroid of the cluster, DigQds the

distance of furthest node to centroid of the ciyste Erx(d)= AFeec (33)
CHfreq is the number of times that node i have been

selected as cluster head, CHffggis the maximum where, [f; is the transmitter constant and depend upon
number of selection of a node as CH in the relatedthe type of transmitter used. Where,Eis electronic
cluster, CHfregy, is the minimum number of selection of €nergy, in these experiments, each node commerittes w
a node as CH in the related cluster,8, A andw are  an initial energy of 0.5 joule and unrestricted amtoof
coefficients that can be determined experimentally data can be sent to the Base station via cluseet.he
according to their importance in our decision ahd t A node possibly moves to sleep state based on its
sum of them must be equal to one. remaining energy level proceeding to its dead siat®

In order to determine the normalized weights thesnode \é"i" still qontinue in the ndetv;ork. . f dead
(coefficients) of above criteria, we applied Anadyt econd experiment compared the quantity of dea

: des in the system with time and evaluated agéest
Hierarchy Process (AHP) method developed by Saat)/10 ; ) ;
(1977) and Xiangning and Yulin (2007) which LEACH algorithm and LEACH with Fuzzy logic.

transforms the pairwise comparison into weights of
different attributes (here our intended criterignally, 4. DISCUSSION

the related coefficient (weight) values would bé = Table 1 provides the parameters for the experiment
[0.5619, 0.0774, 0.0460, 0.3150] Which represemés t  geyp. In the 1st experiment the sensing coveragaeo

network is taken into account with time for the two
a=0.562,8=0.077\ = 0.046 andv= 0.315 approaches. It has been examined that proposed
approach provides more sensing coverage with time i
contrast to LEACH algorithm (Dasgupta and Dultta,
2011) and LEACH with fuzzy logic. LEACH algorithm
the cluster head must alter in every round andéschot

(32)

The node which has the minimum cost will be
selected as the cluster head of current round.aiDéyt

after each data transmission phase, the next clostal take the remaining energy of a node as there idemof

will be a different node (cluster head rotation)itef sleep mode here. But in the proposed approach, the
determining cluster head nodes, BS assign apptepria c|yster head will alter in the network in addititmn the
roles to all nodes by sending messages contaieiated  re-clustering of the nodes are carried out basedhen
cluster head ID as in LEACH-C (Gebal., 2010). energy condition of the cluster heads in the networ
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