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ABSTRACT

Moment invariants have been widely introduced icognizing planar objects for a few decades. This
is due the robustness of moment function in distislging the original identity of object under var®
two Dimensional (2D) transformations. A set of mantsecomputed from a planar images, represents
the global description of an object’'s shape andngdcal features of an image. Since global
descriptor utilizes the information of a whole offjer shape to describe the features of an object,
does not tolerate occlusion. If there is a mixtoferegions that do not belong to the object of the
interest, an additional task of segmentation isuneql to isolate the object for recognition. Hence,
moment invariants are proposed to be employed @&l kbescriptors for object recognition since local
descriptors do not suffer from the drawbacks causetmage clutter and occlusion. A new approach
of local feature descriptors using moment invasaig presented. The preliminary framework is
divided into three different stages. Interest psiate firstly detected in the entire image. Thealoc
descriptors are then produced by applying momerdriants on the region around the interest points.
Cross-correlation is finally carried out for feagunatching.
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1. INTRODUCTION Moment function interprets an object (in a 2D image
as a 2D intensity distribution, which provides gibb
Since the introduction of geometric invariants in features of an object: Total area, coordinateseotroid
1962, moment invariants have been applied in objectand orientation. The performance of global featliges
recognition, shape analysis, image description andseriously affected when region of the object istipky
matching (Flusseet al., 2009). The invariants are able to occluded by another object. This situation is comiyio
provide descriptive information of an object for happen in natural images, where multiple objects ar
distinguishing its identity from another object.ti#dugh mixed in a scene. Segmentation task has been widely
the object undergo 2D transformations (translatimaje,  used to overcome this limitation by separatingdhgct
rotation and skew), the identification task remain of interest from the scene. The segmented region,
invariance. Due to the promising result, moment however, might not represent the intensity distidmof
invariants are further extended to new areas, sich the whole object when partial occlusion took place.
hand gesture recognition, image registration, Meanwhile, local features do not suffer from the
fingerprint verification, image retrieval and actio drawbacks caused by image clutter and occlusion. A
classification (Almoosaet al., 2008; Chenet al., local feature is an image pattern extracted from a
2013; Costantinet al., 2011; Liet al., 2012). particular region of an object. It represents the
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descriptive information that is associated with the interest points. Each of the feature vectors isuant
change of intensity distribution in the image paite to image scale and rotation. Lowe suggested four
(Shvarts and Tamre, 2012). Local features arestages of filtering method for SIFT, which includes
normally extracted from the region around the key Scale-space extrema detection, keypoint localiratio
points within an object. These features are ditinc ~ Orientation assignment and keypoint descriptor. The
and recognizable even though parts of the objeet arresulting features are used by nearest-neighbors
occluded. Therefore, geometric moment invariants ar @lgorithm to identify the best-matched object in an
proposed to be employed as a new approach of locaMmage. Since SIFT is able to generate a large numbe
descriptors. This approach is able to maintairethitity of ~ ©f local features, object is still recognizable in
moment invariants in providing unique and distispable ~ Substantial level of occlusion. _
features in a natural image or sequence of frames. On the other hand, some researchers introduced the
This paper presents a preliminary framework on combination of both_ independent _algonthms from
selecting the feature points, formulating the ifmage  |0Cal features detection and description. The most
feature descriptors and matching descriptors in af€C€Nt combinations between FAST detector with
sequence of consecutive frames. The proposed®RIEF descriptor or BRISK descriptor offer a much
framework is divided into three different stagestetest ~MOre suitable alternative for real-time application
points are firstly detected in the entire imagee Tocal ~ (Miksik and Mikolajezyk, 2012). This is due to the

descriptors are produced by applying moment inwisia  Outstanding - result of FAST detector in several
on the region around the interest points. Cross-SOmparison studies (Rosten and Drummond, 2006

correlation is finally carried out for feature miaitog. Miksik and Mikolajczyk, 2012; Senst al., 2012). As
compared to other existing detectors, FAST feature

1.1. Related Works detector achieves a nearly constant of 2 ms rungiere

image with respond to an increasing number of featu

In the history of object recognition, many early- Rosten and Drummond (2006) have proven that FAST-9
developed approaches are based on global features

: ; . A IS the most reliable detector with shortest runtiamesl
Moment invariants are one of the earliest and widel . ) )
low processing power. A fast and reliable detedsor

used methods. Th_e main reason 15 due_ to the rObuséeﬁnitely in need for producing an efficient coméiion
performance of invariance property in different . .
with feature descriptor.

transformations. Indeed, the recognition rate abgl
features is affected when foreground objects are 2. PROPOSED FRAMEWORK AND
mixed with background scene in natural images

(Tuytelaars and Mikolajczyk, 2008). In the current METHODOLOGY

world that equipped with video surveillance system,  From the discussion of Shvarts and Tamre (20183 lo
there is a tremendous input of natural images &8Nt feature is the descriptive information selectedmfra
daily recognition task. Global features are no lBmg specific region of an object to avoid drawbacksneége
sufficient for recognizing object that is partially clutter and occlusion. The proposed framework of
occluded or part of object is out of the field a$ien. formulating a set of suitable local features wite moment

In order to overcome this limitation, a few regions invariants function is shown iffig. 1 A set of feature
(blobs) with reliable description are extractednfrthe  points is initially selected from an input imageheT
image. The extracted regions contain descriptiveinvariance descriptors are then formulated from the
information that is corresponding to different satip of  neighborhood region of each feature point, whicfiréctly
the image. A string of vectors is then formed witle  build up a unique identity for an object. Sincergwebject
description of blobs. The recognition is performeg s recognized with a unique descriptor, it can beduto

matching similarities between subparts of a foragth  |ocate an object in the consecutive video frames.
object even in changing background and partial i i
occlusion (Krolupper and Flusser, 2007). One of the2-1. Methodology of Feature Points Detection

famous approaches in extracting local features is There are several types of local invariant features
SIFT. Lowe (2004) method transforms an image into adiscovered by researchers in decades ago. Image
multi-scale sampling of image patches centerednen t properties, such as points, edge or small image
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patches are extracted as a local feature and cmuver rotation transformations. Since then, Hu's publarat
into descriptors (Tuytelaars and Mikolajczyk, 2008) has been extensively referenced in nearly all mamen
Several algorithms have been continuously developedelated literature for the past few decades.

in the early literature of image processing, fordfhg In order to achieve translation and scale invasjant
corner points at the extrema of functions compuiad geometric moments are defined with respect to rige
the shape. Since 1980, Moravec introduced cornercentroid &, yo) as the origin, i.e., Equation @nd scale
detection algorithm for robot navigation. The alfun  factors are eliminated. Translation and scale iaats are
was further improved by Harris and Stephens (1988jisted in Equation 3. By following Hu's method ieriving
Shi and Tomasi, 1994) for invariance detection. #10r otation invariants with theory of algebraic inwaris,
simple and efficient algorithms, such as SUSAN and Equation 3is used to formulate a set of functions that are
FAST are recently developed for improving the i ariant with respect to translation, scale anthtion

computational time of corner detection (Smith ameldy, h ; ; The invariant functi erni
1997; Rosten and Drummond, 2006). Eqig?i?)?\ Eh/?l:]klljrzggﬁ 199e8)|r1vanan uhctions arergin

The algorithm of FAST detector is built on the lbasi
concept of SUSAN detector. According to Rosten and ' ,
. . I 1
Drummond (2006), a corner point can be concluded if ¢, :,”(X_XO) (Y‘Yo) f (x, y)dxdy,

there is sufficiently large set of pixels in thecciar 2
neighborhood, significantly brighter or darker thtme i ._012

central point. A circle of 16-pixels is initiallpfmed by a =L L

fixed radius around the central point, as illugttain Fig.

2. The selected pixel from nort_h (1), south (9)1@)san(_j c, i+j+2

west (13) locations of the circle are compared vith 7 =, P=——— (3)
threshold for classifying brighter, similar and klar Coo

categories. If there are at least three of thelpizgghter

or darker than the threshold, the central poicbiscluded M, =10 +70,

a corner point. Otherwise, the test criterion isttwed to v e ,

be applied on the remaining pixels in the circle. M, = (/720—/702) +4n%,

2.2.Methodology of Invariance Descriptor — m, =n,47,,-7% (4)

Formulation 2 2
2.2.1. Invariance Features from Moment Function (,73° 3,712) +(3721 /70:) '
2 2
A set of moments computed from a planar images, Ms =('730+'712) +(/721+/7 03)
represents global description of the object shapag a
geometrical features of the image. When applying to i ,
images, simple properties of the image which inelud An example of feature descriptor that is generated
area of an image, centre of mass and Orientatior{rom the tranS|ati0n, scale and rotation invaridotsa
information can be found via moment functions. The sample image is illustrated ifiable 1. The sample
properties of an image can be generated from amage consists of an alphabet ‘F’ with size 100x100
geometric moments with the general definition giesn  pixels. Based on the result of feature descriptor
y o computed from Equation 4, only minor variation that
< =HX y f(xy)dxdy,i,j=0123,. 1) is less than 0.001 occurred among the same inv@gian
¢ function in different transformations. The feature
The moment function in Equation G of order d_escriptor (_)f the sample_image is further compar_ed
(i+j), consists of monomial functions in the image With other images, by using the same alphabet with
region of {, for 2D density distribution,f(x, V). the almost similar font types an-d recordedrable 2.
Geometric moments were the first moment function The result shows a larger difference between the
that was used to derive a set of invariant desoript ~ images of similar font types, as comparedreble 1
Hu (1962) presented a set of invariant descriptorsTherefore, geometric moment invariants is capalble o
from geometric moments. The presented set is able t building a unique identity of a specify image aliigh
recognise images, no matter in translation, scadimg it undergoes several geometrical transformations.
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Fig. 1. The proposed framework of formulating a set ofalogescriptor

Fig. 2. lllustration of pixel selection in the circle oAST feature point detector

Table 1. Feature descriptor of sample image in differesmgformation
Feature descriptor

Transformation M M, M, My M5

Original image 2.85760 6.30000 6.44820 9.27250 53700
Reflected against x-axis 2.85520 6.30160 6.44120 .27120 10.53650
Scaled by 200% 2.85400 6.30860 6.43550 9.27640 53860
Rotated by 90 2.85450 6.30550 6.43790 9.27050 10.54090
Variation @/p) 0.00055 0.00061 0.00085 0.00028 0.00035
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Table 2. Feature descriptor of different images

Feature descriptor

Font type M M, M, M, Mg

Times new roman 2.8576 6.3000 6.4482 9.2725 10.5320
Arial [E2.8997 6.3683 6.5380 9.3618 10.4418
Century 02,7750 6.2108 6.2591 8.8579 10.5737
Garamond I52.7758 6.2542 6.2498 8.9943 10.4415
Average difference (+/-) I50.0688 0.0677 0.1591 0.2607 0.07413

2.2.2. Formation of Proposed Local Descriptor

Once a feature point has been detected, localigtscr
is formulated from the neighborhood of the featpoint.
A region of 10x10 pixels around the feature poit i
extracted and computed with the invariance functiom
Equation 4. For each feature poimnt, the proposed
Invariance Descriptor (ID) is derived as Equation 5

|D(p):[M1 M, M; M, M] (5)

Since each invariance descriptor constitutes to the

identity of a framefr is formed with all the extracted
invariance descriptor from the feature points.
Fr(n)=[1D(1)..1D(p)I" ., n,p=1,2,3,.. (6)

2.3. Methodology of Feature Matching

matching pairs as the reliable pairs is by usindgN@ém
Sample and Consensus (RANSAC) algorithm. RANSAC
algorithm estimates the possible homographies that
elaborate the relation between descriptor pairs in
different frames (Hartley and Zisserman, 2004). ir
the estimation, the less reliable pairs or considehe
outliers are rejected. This iterative method englsmith
homographies that are estimated from the inliers.

3. RESULTS AND DISCUSSION

The proposed framework is tested with a sequence of
four sample frames, where each frame consists of
512x512 pixels. This sequence of images is retriénam
Hartley and Zisserman (2004), as showrFig. 4. The
sample grey-scale images are captured at the eooica
building and experienced several transformatiortschv
include translation, scale and rotation.

Based on the proposed frameworkFig. 1, feature

The methodology of matching the proposed local points are initially detected from each frame WAhST-

descriptors among frames is shownHig. 3. After the
invariance descriptors of all feature points anenfdated
from Equation 6, the descriptors are ready to fsel der
discovering the matching pairs from consecutivenés. In
order to determine the matching pairs, the destspD(p)
of a set feature points from the previous frakién-1) have
to be related in a certain criterion with the tafgature sets
from the current framefr(n). The linear correlation
coefficient is chosen to measure the associatitwees the
descriptor setdD(p) from Fr(n-1) andFr(n). Based on the
Pearson’s correlation coefficienfrom Equation 7, the pair
of descriptors that experienced the positive ocieffi
closest to 1 indicates a strong association betwhen
descriptors. Thus, the pair of descriptors withgdat
coefficient is shortlisted as matching pairs.

(Frn_1 —?n_l) (Frn —FTH)

(PP (e 7)

Instead of using all the shortlisted pairs, onlgst
highly reliable pairs are remained to improve the
matching performance. An efficient way for evalogti

(7)
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9 detector. The results of detected feature poémes
highlighted in the image sequence, as showrign 5. It

is noted that mostly of the feature points fromdherent
frame are still detectable in the next frame altioit
involved transformation changes. Invariance feature
descriptors are subsequently formulated from the
neighborhood of each feature points. The neighlmtho
area of 10x10 pixels within the feature point iestd

for descriptor computation. In order to find outeth
matching keys, the set of invariance descriptamfthe
current frame is correlated with the descriptomfrthe
next frame. The largest coefficient represents the
stronger matching pairs but not necessary thebielia
matching pairs.Fig. 6 shows the output of matching
pairs selected from the largest coefficient. Howeve
some less reliable matching pairs are not assaciate
the correct points in the latter frame. An iterativ
method, RANSAC is used to estimate a suitable model
of homography between the descriptor pairs. Atstrae
time, the less reliable pairs that have been censitithe
outliers of the model would be rejectédg. 7 shows the
result of the finalized reliable matching pairs ass 2
consecutive frames.
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Fig. 3. The methodology of feature matching
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Frame 4

Frame 3

Fig. 5. Detected feature points with FAST detector ongusace of images
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Fig. 7. Result of reliable matching pairs between featiescriptors from framel and 2

The performance of the feature matching is evatlate above. These verified the usefulness of geometric
by obtaining the percentage of correct feature hiagc  moment invariants as local feature descriptors. An
between two frames. The details of total matchdadtpp  additional testing is done for feature matchingttie
false matching and percentage of matching accuseey  situation of two and more missing frames. However,
listed in Table 3. The result of feature matching in the matching accuracy reduced tremendously. In the
two consecutive frames, such as frame 1 and 2,dram situation between frame 1 and frame 4, there are
2 and 3 and frame 3 and 4, have reflected a progisi several obvious transformations (rotate and zoom in
matching result of 88 to 90%. In addition, feature took place. It caused the huge changes in featoir p
matching in alternate frames (frame 1 and 3 anchéra detection and descriptor formulation, which leads t
2 and 3) have also achieved the result of 83% andhe increment of false matching.
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Table 3. Result of feature matching between frames

Feature matching

Frame Matched points False matching Accuracy (%)
land 2 46 5 89.13
2and 3 34 4 88.24
3and4 31 3 90.32
land3 26 3 88.46
land 4 10 6 40.00
2and 4 24 2 83.33
4. CONCLUSION Costantini, L., L. Seidenari, G. Serra, L. Capadifend A.

. _ Del Bimbo, 2011. Space-time Zernike moments and
A new approach of local feature descriptors using  pyramid kernel descriptors for action classificatin:

moment invariants is presented and tested in theoged Image Analysis and Processing-ICIAP, Maino, G. and
framework. The proposed descriptors are invariant t G.L. Foresti, (Eds.)., Springer Berlin Heidelberg,
changes in scale, rotation and translation in corize ISBN-10: 978-3-642-24087-4, pp: 199-208.

frames and also alternate frames. This approachbean Flusser, J.. B. Zitova and T. Suk. 2009. Moments an
served as a new contribution for features trackirigpage
warping, locating moving objects in surveillancaleo
and indoor robot navigation system.

Moment Invariants in Pattern Recognition. 1st Edn.,
John Wiley and Sons, Chichester, ISBN-10:
0470684763, pp: 312
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