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ABSTRACT

Efficient propagation of information over a vehigulwireless network has usually remained the fafus
the research community. Although, scanty contrimgi have been made in the field of vehicular data
collection and more especially in applying learniaghniques to such a very changing networkingreehe
These smart learning approaches excel in makingdhecting operation more reactive to nodes mopbili
and topology changes compared to traditional teples where a simple adaptation of MANETs
propositions was carried out. To grasp the efficyeapportunities offered by these learning techegjan
Adaptive Data collection Protocol using reinforcernkearning (ADOPEL) is proposed for VANETSs. The
proposal is based on a distributed learning algorion which a reward function is defined. Thisdatakes
into account the delay and the number of aggretafzdrkets. The Q-learning technique offers to alebi
the opportunity to optimize their interactions witlie very dynamic environment through their expesée

in the network. Compared to non-learning schemas,pooposal confirms its efficiency and achieves a
good tradeoff between delay and collection ratio.

Keywords Data Collection, Vehicular Ad Hoc Networks (VANBTReinforcement Learning, Qlearning,
Collection Ratio, Number of Hops

1. INTRODUCTION opinion, the existing related works are still not
satisfactory and we feel it is possible to obtaettdr

Most VANET applications are based on a results. First of all, most the proposed techniqwese
dissemination Process (Soehal, 2012; Badawet al, adapted from MANET proposition and their adjustment
2010; Biet al, 2010; Singh and Gupta, 2011; Chou and to vehicular conditions raises a lot of discussiamsl
Yang, 2010) on which an information must be propedja  critics. Furthermore, most of the proposed appreach
to rather long distance so that drivers can beeglein ~ ignore the fast topology changes of VANETs and
advance. Since each vehicle in a vehicular enviemim therefore their performance and effectiveness iochsu
can detect a hazardous situation or a congestioe, zbe  conditions rise some doubts.
number of messages pumped on the network might On the other hand, the use of learning techniques
increase dramatically. Consequently, the networkmarked a fundamental and farsighted parting from
performances are severally affected leading to Wittt preceding approaches dealing with information ergba
waste, large overhead and a hight probability akless  in very dynamic networks. In fact, learning schermeal
collision. Thus, data gathering/collection is refgar as an ~ with an on-line search to find an optimal decispnticy
important approach to circumvent these problems. Itand hence adapt it to the high mobility of nodesthese
makes inter-vehicle communications more efficient a scenarios, an agent optimally enhances it intenasti
reliable and minimizes the bandwidth utilization. with the very dynamic environment by taking actions

In literature, there are several proposals studgita =~ and receiving reward for performing well or receive
collection protocols in VANETs. However, in our penalty for failure. By applying this approach in
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information exchange between moving vehicles, aorder to improve the data collection ratio and tenc
further efficiency can be achieved and thus theobtain more accurate global traffic information.
robustness of networking proposals can be strengthe Hence, we are not interested here on the mechanisms
against the very changing network topologies. to express data differently.
Nevertheless, research efforts in applying learning Several works have been proposed to investigate the
techniques when designing data collection schemes f data collection concept by adopting different apgthes.
VANETS remain scanty. Saleetet al (2010), authors propose a location

To fill this gap, we propose in this study a nogeta ~ Service management protocol that solves the latatio
collection technique devoted to vehicular networks, querying and updating problems by aggregating the
denoted as ADOPEL, designed with the goal of makinglocation information data. In this scheme, the vis
the collecting operation more reactive to nodesilitpb ~ mobility space is viewed as a grid network which is
and topology changes. It is based on a distributedpartitioned into several segments and each segraent
Qlearning technique where a reward function is jpe¢t ~ divided into a number of cells. The central nodeaof
and defined to take into account the delay and thesegment plays the location server role. This seiser
number of aggregatable packets. responsible for storing current location informatebout

We have to mention that in (Soua and Afifi, 2013), all nodes belonging to the same segment. Then, the
we presented a short description of ADOPEL with a server aggregates this information and broadcasttite
limited performance study. Here, a refined desimipts neighbors. In addition, the protocol uses message
carried out to explain in depth the different fuaning aggregation in location querying. It introduces som
steps of ADOPEL. In fact, we reveal how our proposa delays before forwarding the queries in order tthea
reacts towards the challenging characteristics of amore queries and aggregate them. This proposalsisdo
VANET network: Some issues such as the high mgbilit on poor flooding to disseminate data on the network
of nodes, the selection of next relay, the stabiitthe ~ which presents a great weakness for this approach.
route towards the control center, etc. In additithe addition, the choice of the grid structure for ttahicle's
performance evaluation part will be enriched with mobility space is not justified and makes some
additional details that confirm the efficiency ofiro  ambiguous in this study.
scheme compared to non-learning techniques. Yu et al. (2010) focus on making similar reports

The remainder of this study is organized as follows broadcasted by vehicles meeting each other in duler
The next section presents the related work andnestl P& aggregated together. In fact, this technique
the different procedures undertaken to design iefiic ~ dynamically changes the forwarding speed of nearby
data collection protocols devoted to VANETs. The EPOrts so thatthey can be delivered to the saide at

e the same time and then be merged into a singlertrepo

?r/\Sti?eflpﬁgﬁ%?tltﬁg It)sas'::eZer]Feg ;ft gr\;va:g fomwl.ts This adaptive forwarding is based on a distributed

underiining ot ; 1an ur prop ! learning algorithm on which each node learns from
functioning principles. Finally, simulations resulare

_ X X ; local observations and chooses a delay based on the
presented and discussed in section IV to confirm th learning results. Simulation results outline the

effectiveness of our technique. effectiveness of the proposed technique.
Ibrahim and Weigle, (2008), authors present their
2. RELATED WORK proposal, called CASCADE, where they expose a new

, ) . clustering-based data aggregation technique. This

Data gathering _relat(_ed literature reveals two main protocol uses two types of reports: Primary and
aspect for gathering issues. On one hand, somegqgregated records. The first ones are broadcasted
contributions focus on the manner of routing the periodically by the nodes and comprise the locavwof
aggregatable messages along farther distance ér wd each vehicle. Then, the local view is grouped into
improve the aggregation ratio (data collection) @fwl,  clusters and used to compact and aggregate thé loca
2010; Dieudonnet al, 2012). On the other hand, other view data into an aggregated record. This aggregate
studies concentrate on expressing data to be aajgeg record is then broadcast to neighboring vehicles to
differently by using compressing and merging method provide them information about vehicles beyond the
to reduce the overhead (Cherfaetial, 2008). local view. This technique allows vehicles to hare

In our case, we focus on how to route the extended view of the road behind and then accurate
aggregatable packets to a specific destination rniwde information about upcoming traffic conditions.
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However, their approach introduced a large overheadcollection ratio during the gathering process. Sach
to build the global view. weakness can easily stop the message progresgi®ivar
Another effort carried out by Dieudone¢al (2012)  final destination since the stability of link is tno
focuses on a distributed collection information for considered. Moreover, neglecting the improvement of
VANETS. It collects data produced by vehicles using the collection ratio can result in poor aggregated

inter-vehicle communications only. It is based twe t

information which cannot provide a clear view ogth

operatorant allowing to construct a local view of the total system to the user. The resting cited appesc

network and therefore to collect data in spite loé t

neglect the stability of the route toward the deston.

network topology changes. A theoretical proof of Compared to this literature, the advantages of our

correctness and experiments confirm the efficienty
the proposed technique.

technique are threefold: First, we design a schinaieis

based on a learning technique which allows eackcheh

Nadeemet al (2004) introduce a system for data to dynamically adapt its forwarding strategy (i.the
dissemination and aggregation in a vehicular cdntex selection of the next relay) based on a two-stev\of

namely Traffic View. In this system, an aggregateord
is composed of specific information: Single spemxsition,
timestamp value and a list of vehicle's IDs. Théhans

the network. This learning process allows a dynamic
reaction of ADOPEL when the topology of the network
is changing. Furthermore, this selection takes into

propose two aggregation schemes: Ratio and costlbas account the stability of the links between vehic{bg

techniques. In the ratio-based, the most impopargmeter
is the aggregation ratio which indicates the numdtsier
vehicles to be aggregated into one single frametHeocost
based technique, a specific cost function is deffoe each

aggregating vehicle. A high cost is assigned fernhicles
that are close to the aggregating node. Thus, ribduped

view of traffic is not useful to any vehicle unlésss in the

proximity of the aggregating vehicle.

Lochert et al (2007; 2010) focus on cooperative
information gathering and sharing applications
VANETs and propose a hierarchical
algorithm. Their proposal is based on probabilistata
representation Flajolet-Martin  sketches,
extended to a soft-state data structure. In theieme,

which they

introducing a new parameter in the learning algamjtto
achieve a rapid and efficient travel of the aggesya
message toward the destination. Finally, to enaugeod
quality of the aggregated information, ADOPEL stlec
relays that can enhance the collection ratio dutimg
gathering process. To do so, next hop that is snded by
a high number of neighbors will be selected as reday.

In the next section, we present in depth our prabos
which is interested on collecting aggregatable ptck

in from vehicles taking into account the dynamicitytioé
aggregation network. We use Q-learning method to select negisho

aiming at collecting more raw data.

3. PROPOSED TECHNIQUE

there is no longer a need to decide which aggregate

contained more up-to-date information since
resulting aggregate comprises all the informatimmf
all aggregates that have been merged. Nevertheless,
study does not consider routing related-issuesfdmnits
only on data representation.

the

Hereinafter, we introduce ADOPEL technique-an
Adaptive distributed data collection protocol using
reinforcement learning for VANETS. The proposal is
based on a distributed learning algorithm on whéch
reward function is defined. This latter takes iatzount

The aforementioned aggregation/collect approacheshe delay and the number of aggregatable packets an

do not strictly consider the potentially mobiligsue and
the collection ratio in finding a suitable relay the
collect process. In fact, most of the listed wdidsus on
the representation and the processing of the agtpeg

hence makes the collection operation more readtive
nodes mobility and topology changes. After desogbi
the system specifications, we show the functioning
algorithm of our technique to investigate in detdlhe

data and neglect how to obtain the raw information different working steps of ADOPEL.

among the running vehicles.
Some works, such as (Sale¢tal, 2010; lbrahim and
Weigle, 2008), do not consider at all the effecttlod
mobility issue on their proposed scheme. In theeioth
cited works, authors investigate the performanctheir
proposals with a dynamic network configuration.
Nevertheless, in (Nadeegt al, 2004; Lochertet al,
2007; 2010), authors studied the representatiothef
aggregated information and neglect the importarfickeen
routing mechanism and the

////// Science Publications

2184

3.1. System Specifications

ADOPEL considers that each communicating vehicle
knows its current position and speed using a osity
system such a Global Positioning System (GPS).
Furthermore, we assume that vehicles exchange two
types of messages: Beacons and event driven massage
Where the former aims at improving driver awarerass
surrounding environment by exchanging information

improvement of the about position, velocity, direction, etc. and tladtdr is

JCS
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triggered when a vehicle needs to collect traffatad
toward a control center.

Fortunately, the reinforcement learning techniques
(Panait and Luke, 2005) can tackle these probléms.

This collect operation is started by a node calledreinforcement learning, each vehicle is a leark&ch

initiator and involves a limited number of vehicles. Here,
theinitiator is a vehicle that is leading a group of nodes
and running in a highway. Thaitiator, at each gathering
operation, is randomly selected from vehicles. &bgr
the initiator has to collect the traffic data from vehicles
and deliver it to a Traffic Control Center (TCC)drder to
be processed and studideid, 1). We assume here that
TCCs are sufficiently deployed along the freeway.

In a vehicular context, the collect of traffic redd
data is periodically carried out and transmitteé t6CC
in order to have an up to date big picture of thadr
Thus, ADOPEL triggers periodically a collect operat
(aggregation request) from thitiator toward a TCC.

The aggregation operation is done step by sted unti
arriving to TCC. At each step, the best neighbor is

selected as a next relay. This selection is barete Q-
value, determined by the Qlearning algorithm. The
collected data is provided to the TCC when thitetais
reachable by the node ending the gathering operalio
limit the collection process, we useada.e: parameter,
representing the depth of the collecting operatiamn,
the maximal distance in meters from tlmitiator.
Indeed, this parameter reflects the zone that hal
concerned by the collecting process. Thus,
additional meter increases the total duration efdbllect
as well as the number of messages to colbEGtyec IS
then an interesting parameter, impacting directig t

performance of our proposal. The type of data to be

collected is specified by thaitiator and included in the
collect packets. For instance, in our scenariosQRBL
deals with collecting the speed of surrounding elelsi

with the aim of computing the average speed of the

concerned road. However, this data type can banegte
to other useful information as well as real-timeslfu
consumption, pollution indicators and parking lots
availability services, etc. As mentioned previoyshke

focus on the manner of routing the aggregatable

messages (selecting the appropriate relay) alorbefa
distance in order to improve the data collectidiora

3.2. Protocol Design
3.2.1 Didtributed Qlearning in ADOPEL

The frequent topology changes in the vehicular
context make it necessary to adapt the aggregatioin
the forwarding policy to the network state. In faittis
difficult to predict in advance the set of rulestthwill
adjust the actions of each vehicle when the vehicul
environment's variables acbanging.
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vehicle tries to optimize its interactions with thery
dynamic environment through its experience. The
experience here is expressed in terms of errors and
rewards. In addition, the vehicles collaborate vetith
other to share their feedbacks and establish the
distributed learning system.

In this study, we model the aggregation operation i
VANET as a Markov Decision Problem (MDP) that can
be solved by reinforcement learning. Each vehicle
(agent) decides at each state which action to balsed
on its experience. After taking an action, the aggts a
reward or a cost from the environment.

The Markov decision problem is defined as a tuple
{sar}:

sis the states set; In our work, the packet statha
current vehicle

a is the set of actions a vehicle can perform: In ou
scheme, the action of a node is to select the next
relay that will maximize the aggregation ratio.
Hence, the possible set of actions allowed at each
node is nothing but the set of neighbors

e r is the immediate reward a vehicle may receive
after taking an actioa

To solve this MDP model, we propose to use a
reinforcement learning algorithm. The literature\pdes a
large number of reinforcement learning approackesh
as temporal difference learning, direct utility iesttion
and Q-learning (Russel and Norvig, 2009). We are
motivated to use Q-learning algorithm since it \&fo
comparing the expected utility of the availableicatt
without requiring knowledge of the environment'sdelo

A Q(s,a)matrix is used to store the learned reward/cost
for each state and action pair. For exan(s,a)is the
expected reward for taking an actianat states. The
updating function o€(s,a)is defined as Equation 1:

Qsa=(1-a)* s d+a*( myr max @'Y (1)
Where:
a = denotes the learning rate which model

here how quickly the Q-values can
change with a dynamic network
topology

refers to the discount factor. It models
the fact that immediate reward is or not
more valuable than future reward. If

y
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this value is high, future rewards are
more valued than immediate reward. In
the opposite case, the learning
algorithm count immediate rewards
more strongly

represents the expected immediate
reward of executing acticmat states
models the maximum expected future
reward when the system reaches the
states' after taking the actioa

max, Q § 8

The most important challenge to successfully acghiev
the collection performance is to define the su#abl
reward function. In fact, the vehicle will use tffisiction
to update its forwarding policy.

For immediate rewards, we consider the most retevan
parameters effective in decision. First factor ésdal on
the number of neighboring vehicles that each no
possesses in its transmission range. In fact, ¢lard
should be more for a vehicle with a high number of
neighbors. Secondly, the aggregation proposal nouse
the packet to the destination in a limited delalyug, the
node has to choose the node that offers the miestare
advance to the destination. It is worth saying that
proposal focuses on a collection process rathan tha
rapid propagation of a packet in the network. This

Aggregation

2
Aggregation

request

initiator

de

observation has to be considered on the rewardifumc
Based on these decision factors, we formulate the
reward function as follow Equation 2:

1 adv(i)
data(i) ady( ) oy
r= if next hop is not the destinatic
K1 if next hop is thedestination
—-K1 if the vehicle hasn t neighbors

B

) +(@-B)*(

)
)

The reward function considers several routing
scenarios to improve the aggregation ratio andagiae
a steady advance to the destination.

The first item in Equation 2 combines the normalize
number of neighboring nodes that the next hop [#s&se
and its normalized progress toward the destinatolv.
refers to the advance of the nadgurrent node) to the
destination vehicléd, situated at a distan@®gec from
the initiator, by choosing the neighboring nogas the
next hop. This parameter can be seen as the depth in
distance of the collection process.

Hence, this advance can be expressed as follows
Equation 3:

adv(ij) = dist(i, d) - dis( j d) (3)

—
=
—_—

B
Aggregation
request

.-
. -
—

Fig. 1. ADOPEL functioning overview
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The average advance is given by Equation 4:

ad\’( i)avg = (; ad\( Ik)) / nQeighbo( ) (4)

where, t=nbme, IS here the total number of

neighbors of node Thus, more reward is assigned to the
next hop with more neighbors and larger relative

()

The vehicle with the highest Q-value will be sedelt
as next hop.

Qsa=@1-a)*qAsa+a*( ry* max Qs

3.2.2. Exploration Vs Exploitation

In reinforcement learning there is a balance betwee
exploitation and exploration. Exploitation occuriem

advance. In fact, a node with a higher number ofthe action selection strategy is based on the bigraue

surrounding vehicles and a higher advance towaed th
TCC allows respectively a larger quantity of coiést
data and a faster delay to reach the destination.

of the Qtable. In this case, exploitation will le&adl
locally optimal policies since the selection isegig. In
the case of most of the optimization problems, thiis

The second item in Equation 2 denotes the reward ifnot lead necessary to a global optimum.

the node can reach directly the destinatidnin this
case, the reward is a positive constéht
Finally, the last item is to solve the “void” preih in

geographic routing. In fact, when a node receives aObviously,

packet and cannot find a neighboring vehicle, rspd
the packet and sends a negative reward to the rggndi
node to inform a forwarding failure. Then, the sagd

On the other hand, exploration consists on takisig r
by choosing the non-optimal action and exploringeot
choices to obtain more knowledge about the network.
excessive exploration degrades the
performance of the Qlearning approach.

Thus, convergence is an important issue for our
proposed algorithm. Nevertheless, in (Watkins and

node will choose another vehicle to send the packetPayan, 1992), authors demonstrate that a Q-learning
based on the Q-values. The node with the highest QScheme converges to the optimum actions-values

value will be selected.

provided that “all actions are repeatedly sampledl

As an important feature in our proposal, we use gStates and action-values are represented discretely

variable discount factor callegl to handle the instability
of the vicinity. This parameter depends on the link
stability. In fact, the node selected as a nexyré the
vehicle that will spend more time in the vicinity the
sending vehicle. In this way, we ensure that theeave
select is more stable. For that purpose, we define
stability factorSF, as:

[IN NNl
SFIZ Tll If|N||¢0

0 Otherwise

(%)

where,N; (Ni;1 respectively) is the current neighbor set
of the sending node (the forwarding nodei+l
respectively). Neighbor list can be attached to hlibko
messages  exchanged between  vehicles.
aforementioned, th&F will reflect a higher value for a

relatively stable couple of neighbors. Then, a node

calculates the discount factgras Equation 6:
y=y* Sk

Therefore, every time a node has a packet to send,
calculates the reward for its neighboring set,dfadility
factor and updates the Q-values of its matrix ushmegy
following equation:

(6)
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Here, the conditions of convergence are insuredadt
ADOPEL uses hello messages to sample all its neighb
by computing theg/ factor. In addition, the action-values
(Q-values) are represented discretely in ADOPEL.aAs
result of that, we can say loudly that our proposed
technique converges to the optimum action values.

3.2.3. ADOPEL Algorithm Overview

Based on the description given in the previous@ect
we summarize hereafter the different steps of ADOPE

As stated above, each node uses the received
“hello” messages from neighbors to a build a
neighboring node table. The *“hello” messages
contains in addition to the usual information trst bf
neighboring nodes. This way, each vehicle can
maintain its two-hop neighbor list and can easily

Agompute the stability factor given by Equation 5.

Algorithm 1: ADOPEL algorithm

1. For each nodedo

2. Send a data collection request to neighborgdgs.

3. L1, L2, L3 are 3 lists initialized by NULL.

4. @ is initialized based on the number of surrounding
vehicles and the advance toward the destination.

5. N; is the neighboring nodes set of nade

6. If (N; # &) then

7. For (jIN) do

JCS
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8. i compares each of its neighboring npds
follows :

9. If (Nbheignbory# O @nd advance(j)> advance(i))
then

10. Ll j

11. end If

12. If (NBheighnorgy= O @and advance(j)>advance(i))
then

13. L2« j

14. end If

15. If (NBreighborgy7 O @and (advance(j) <advance(i))
then

16. L3]j

17. end If

18. end For

19. If (L1 £ &) then

20. Next hop will be the one with largest Q-Value

21.end If

22.If (L1 = @ and L2 ) then

23. The node with largest Q-Value will be the next

Hop
24. endIf

25.If (L1, L2 = @ and L# @) then

35. i updates the Q-Valug(s,ad using Equation 7.
36. End For

Algorithm 1 shows the different steps of the
execution of ADOPEL on a each nodevhenever this
latter receives a collect request. This executien i
triggered periodically by amitiator node.

As illustrated byFig. 2, upon receiving a relaying
request, the first step undertaken by a nodems at
collecting data from neighbors by sending them leecb
data request. Afterward, the node processes the dat
received (e.g.: It computes the average value ef th
received ones) and starts the relaying process.

For the relaying process, it classifies the neiginigo
nodes on three different lists. Highest priorityaigibuted
to vehicles that are more surrounded and closesgieto
final destination node situated at a distadgg... Notice
that a vehicle with a large number of neighboringles
leads to a larger quantity of collected data.

The second phase consists on selecting the
appropriate relay node based on the previous
classification Fig. 2c). This operation depends on the Q-
values of each candidate node. In fact, nodes kgh
values of Q are prosperous. Once the selectiorhef t
relay vehicle is performed, the sending node coegput
the immediate reward and then calculate the total

Since the collection process is periodically
initiated by theinitiator, a nodei is involved in this
operation for few times before leaving the concdrne
road. Thus, the vehicle learns from its acquired
experience (rewards or costs) to select the apfatgpr

26. Next Hop will be chosen from L3 with the highe
Q-Value.

27. end If

28. i relays the message to the selected next hop aftegxpected rewar(s,a)

making aggregation (computing average value)

29. Else

30. *Ni =@ *

31. igenerates a negative reward.

32. ichooses its previous source as the next hop.

33. end If

34.

i computes the reward after making the relaying relay node ensuring a good collection ratio and a

process based on Equation 2
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Choice of next {( )D :
relayingnode Computesthe (( JJ

based on Q-values reward rand
updates Q-values

Fig. 2. ADOPEL Algorithm Overview (a) Collecting data fromehicles (b) Classification of neighboring vehgclg) Selection of
the next relay (d) Updating Q-Values

4. PERFORMANCE EVALUATION In addition, each vehicle stores its own Q-valued a

the ones received from neighboring nodes (usingp hel
In this section, we show our simulations resultd an messages) in a matrix to be used in the relayinggss.

investigate the performance of our proposal in teoh Furthermore, we compare our scheme to a non-
collection ratio and number of hops. We compare ourlearning version. For that purpose, we supposetHer
scheme to a non-learning protocol. We call a ctdec  non-learning schemes that at each relaying operatio
technique “nonlearning” when a first part of relay® node has a 20% (respectively 40%) probability of
selected based on the number of their neighborémg ¢ choosing the most surrounding vehicles as a nday re
and the other part are selected based on theimadva and 80% (respectively 60%) to choose the node thigh
toward the final destination. The destination taatied at  largest advance toward the destination node.

a distancel behind thenitiator. . .
collect 4.2. Simulation Results

In this section, we focus on the performance of our

We used MATLAB to conduct simulations using technique both for the average data collectingratid
Freeway mobility model. The freeway mobility model the average number of hops required to reach tia fi
emulates the motion behavior of vehicles in a fregw  destination node.

4.1. Simulation Design

In our study, we use a freeway which has two lanes Figure 4 depicts the average data collection ratio
each direction. All lanes of the freeway are 20 Km  when varying the density of nodes for the two
length Fig. 3). technigues. We can observe that our proposed scheme
To make the proposed scheme tractable, we make theutperforms loudly the nonlearning versions. Int,fac
following assumptions: all cases, ADOPEL achieves a gain of over than 20%

) . ~ compared to the other techniques. This can be iequla
« We assume an ideal MAC layer without contention py the fact that in very dynamically changing netieo

and collision o o as VANETs, ADOPEL can change adaptively to better
* All nodes have the initial transmission range equal relaying nodes to increase the collect ratio asete/ork
to 200 m topology changes, whereas the others non-learning

«  The number of vehicles was varied from 200 to 400. protocols find major difficulties to adapt to the
* All vehicles are initially positioned at the entcg@n  dynamicity of the network.

of the freeway To make a fair analysis, we investigateFiig. 5 the

+  We respectively assigned & Sandythe following  average number of hops needed to travel the collect
values: 0.8, 0.7 and 0.8 distanced.qec: INdeed, a good collect ratio might have a

» For the data collection depth, we skf.; equal to heavy cost and then can be a real weakness for the
1500 m algorithm. HoweverFig. 5 shows that the gap between
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the three techniques is very tight even ADOPEL clearly implies that our technique achieves a good
achieves higher values than the others schemes. Thitradeoff between delays and collection ratio.

Freeway Q-learning
mobility model technique
s

Fig. 3. ADOPEL simulation framework
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This is because ADOPEL takes the stability of In Fig. 6, we show the variation of the collection
vicinity into account which yields in a higher pedility ratio as a function of the distanck, . We clearly
of using nodes moving in the same direction as theobserve, for the three collecting schemes, that the
destination node to relay aggregated messagesh®©n t greater the distancel: the higher the ratio of
other side, in non-learning versions, the souraermay  collected packets. This observation is perfectly
select a node moving in opposite direction as d heg  expected because when the gathering operatiorbwill
which can be very vulnerable. As a result, manyadat extended to additional parts of the vehicular netwo
collection operations may be penalized when retpyin and hence it will touch more vehicles.
vehicles became far away from the destination. Therefore, the ratio of the implicated vehiclesthie

To unravel the impact of the depth of the collegtin collecting operation increases which results inighér
operation on the performance of our proposed teeieni  gathering percent. However, our proposal perforetteb
we investigate afterward the variation of the paten  performance than the non-learning techniques. rit lma
deaect @and how it will affect the collection ratio and the observed also that the outperformance of ADOPEL is
total number of hops required to reach the TCC. Themore clear for longer distance. This can be expthiny
total number of moving vehicles is equal to 400 &tir  the fact that longer distances permit to the le&yni
the following scenarios. operation to be more efficient when updating the Q-
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learning values since we have in this case a miofzab
view of the network which affects the learning pres

We present inFig. 7 the impact ofd.ect ON the
number of hops to reach the control center. ObWoas
dconectinCreases, the number of required relays to reach.

TCC becomes more important. This observation
underlines the need of a good trade-off betweerivtioe
metrics: Collection ratio and end-to-end delaysyhéir

beginning. Moreover, adding the instability of Ianlkn
the learning process variables represents another
important feature of our method that distinguisties
from previous works (Yet al, 2010).

To analyze the performance of our proposal, we
compared it to a non-learning version to studyefiect
of the learning technique. We used two important
metrics which are directly linked with the efficinof

delays may be accepted for non sensitive delayPu’ collecting approach: The collection ratio ar t

applications  (like e-traffic and
applications, etc.), however, for e-safety applaa,
delays have to be less as possible. The comparéson,
shown in Fig. 7 between learning and non-learning
techniques reveals that our technique achievesmett
results than the other approaches specially when th
distanced.qect IS very important. This can be explained
by the fact that with a higher distance non leagnin
distance encounters several difficulties in finditige
good path toward the TCC regarding the instabibity
wireless links between neighboring nodes and the
higher probability to choose the vehicle movingtlie
wrong direction. On the other side, ADOPEL, with it
stability approach to choose next relags; (factor) and
learning technique, overcomes the negative effeéts
large distances and achieves better results iraabs.

5. CONCLUSION

In this study, we have tried to tackle an inherent
challenging problem related to vehicular
communications by developing a data collecting
technique aiming at gathering raw data from moving
vehicles. We proposed a total distributed scheme,
namely ADOPEL, based on a Qlearning technique
making the collecting operation more reactive tae®
mobility and topology changes. For that purpose, we
defined a reward function to take into accountdkéay
and the number of aggregatable packets. In addition
novel expression of the discount factprwas provided
to handle the instability of the vicinity and toadse the
most stable route toward the control center whaee t
raw data will be treated. The Q-learning technique
offered to vehicles the opportunity to optimize ithe
interactions with the very dynamic environment tigb
their experience in the network. Compared to other
techniques present in literature, such as (Saeetl,
2010; lbrahim and Weigle, 2008), our scheme gives
vehicles the possibility to auto-adapt their gatimpr
process based on their experience in the netwodk an
hence adds the dynamicity aspect to the data tioltec
parameters rather than fixing all of them since the
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infotainment number of hops. A good technique must achievedztrid

between these two metrics to guarantee its suctass.
simulation results showed that our technique far
outperforms other propositions and achieves a good

tradeoff between delay and collection ratio.

In terms of future work, we are interested in apyly

learning scheme in dissemination-related issues in

VANETs and study the effect of the past experience-

based dynamic learning on the efficiency of the

broadcast process. For that purpose, we intend to
evaluate how the reward and sanction mechanisms can
lead to a faster propagation of the emergency rgessa

toward the risk zone.
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