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Mammogram Analysis Based on Pixel Intensity Mean Features
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Abstract: Problem statement: In the recent years, Computer Aided Diagnosis (C&Bn be very
useful for detection of breast cancer. Mammogragdty be used as an efficient tool for breast cancer
diagnosis. A computer based diagnosis and claasdit system can reduce unnecessary biopsy.
Approach: This study investigates a new approach to thesifieation of mammogram images based
on pixel intensity mean features. The proposed atkfbr the classification of normal and abnormal
(cancerous) pattern is a two step process. The diep is feature extraction. The intensity based
features are extracted from the digital mammograhhe second step is the classification process,
differentiating between normal and abnormal pattértificial neural networks are used to classtfgt
data. Experimental evaluation is performed on thgitél Database for Screening Mammography
(DDSM), benchmark databadeesults and Conclusion: Experiments are performed to verify that the
proposed pixel intensity mean features improveat®uracy of the classification. The proposed CAD
system achieves better classification performaritie ttve accuracy of 98%.
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INTRODUCTION shape features and Gray Level Co-occurrence Matrix
) ) ] ~_ (GLCM) features. Intensity features of a mammogram
The commonly used diagnostic technique is digitalare extracted using simple statistical techniqliégre
mammography. Breast cancer is the one of theye several features that distinguish between ricanth
commonest diseases affecting women. Digitalapnormal pattern.
mammography is efficient tool in classifying breast  The often used diagnostic features in CAD systems
mammograms (Verma, 2008). Computerized methodgye texture and shape features. Intensity basedrésa
are being developed to help radiologists as secongre in general regarded as surface appearancaisin t
opinion for the detection of abnormality in \york mammograms are classified based on stafistica
mammograms. The early _detect!on . and accuratg, y proposed intensity features. Intensity basatlifes
diagnosis of breast abnormality which is achievgd b nd statistical grey-level features are used inraleu

g]benorfnoarﬁtpuif;ssiggge d \(/jvli?r?r;gfcl:?fica?i}ésr]tzrgdsegeas etwork to predict presence of breast cancer. Patte
y ' recognition techniques are most effective in cfasgj

Age is one of the risk factor of breast cancer. \Wom the mammograms. Classifiers include support vector
within the age of 40-69 have more risk of breasicea. S grams. pport |
machines; artificial neural network and linear

Mammogram is classified into two classes: normal

and abnormal pattern. The most accurate breasecancdiscriminants - analysis have performed = better in

detection is biopsy, it is a difficult procedurehefe is ~mammogram classification. The data analyzed in this

no breast cancer symptoms produced at early stage. study are from the DDSM. The propo.sed classificatio
important visual clue of breast cancer includesi sig ~Method is done in two stages. In the first stagatufres
masses and calcification clusters (Osareh and @nadg@ré extracted to discriminate between textures
2011). In the early stage of breast cancer, abridggma representing normal and abnormal pattern. Withethes
sign are subtle (Vermat al., 2009). Most of the features each mammogram is classified. In the skbcon
cancers detected by mammography appear as a clus&fge, the ability of these features in classifying
of micro calcifications. The very first step-in dizosis mammogram is analyzed using neural network.

is feature extraction. Several methods have been

proposed for feature extraction in mammograms. emagRelated work: Many research works have been
processing techniques make diagnosis easier. Diggyno conducted in order to detect suspicious areas gitadli

is about classifying mammogram into normal andmammogram. Various approaches have been employed in
abnormal pattern. The set of features useful fothis abnormality detection. Some of these techisiquel
mammogram analysis are intensity histogram featuresheir results are discussed below. Wasigal. (2009)
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presented a structured support vector machineterde Table 1: Extracted statistical features

; H Tyt Standard
and CIaSSIfy breaSt. cancer in dlgltlzed mammogr.am§ype Variance deviation Median Mode Range Smoothnes
based on features include texture features, coeal

) _ Normal  769.0006 27.7309 815 81 126 0.9987
features, Gabor features and multi resolution festu Norma: 360.3386 28.8298 gg.g éZ) 122 ggggg
; : Normal 44, 7 .067 . 1 .
Their study included 464 mammograms from they o 7557506 269309 530 52 126 0.9986
DDSM database and they obtained accuracy wasSormal  739.1387 27.1871 620 60 126 0.9986

0 i Abnormal 1187.6970 34.4630 4.0 100 128 0.9992
91'4/9' Knshnane_t al. (2010).us_ed a support vect(_)r Abnormal 2088.7980 45.7034 86.0 100 128 0.9995
machine to classify abnormality in mammogram usingabnormal 1930.2840 43.9350 325 100 127 0.9995
statistical texture features. Their study includegd  Abnormal 2223.9410 471587 760 100 128 0.9996

. . . Abnormal 1733.5100 41.6354 31.0 100 127 0.9994
cases from Wisconsin database and obtained accuraey

was 93.73%. Verma (2008) presents a neural networfwo types of features are extracted: Statistical

technique with the purpose of classifying suspisiou feature and proposed pixel intensity mean features.
areas in digital mammograms using gray-level based

features. Their study included 200 mammograms fronStatistical grey-level features. A frequently used
DDSM database and obtained accuracy was 94%nethod for texture analysis is based on statistical
Dominguez and Nandi (2008) proposed statisticameasures. Features including median, mode, variance
method to detect masses in mammograms using textuggandard deviation, range and smoothness are tdrac
and shape features. Their study included 322 ¢ases from the image I(x, y). The extracted grey-level
the mini Mammogram Image Analysis Society (MIAS) features are shown in Table 1:

database and achieved a sensitivity of 80%. Vatedh

(2007) used back propagation neural network, featur Variance‘:LZ”:lz”f( I(x, y)- Meat)z

include grey level features, texture features and mn — 150 =00

morphological features to classify mammograms. TheXNhere'

yielded a sensitivity of 88 and 94% respectivelyidr et '

al. (2009) proposed a methodology to distinguish @brm 1 meteant

and abnormal pattern on mammograms. It is baseteon Meamﬁixzoiy:o 1x,y)

spatial texture measures (Moran’s index and Gea&xy's
efficient). These measures are classified usingpatp
vector machine. Their methodology reaches a satsiti

of 92.8%. Range = Max (I(x, y)) — Min (I(x, y))

Standard deviation Varianc

MATERIALSAND METHODS Smoothness 1;
1+ Variance

The method proposed in this study to classify h is th ber of dnis th 5
mammograms into normal and abnormal pattern. Thi/N€re, mis the number of rows and n is the nurober

methodology is based on the following steps: cqlumns in the image I(x, y). I(x, y) is an imagatrix
with m rows and n columns.

I(x, y) arranged in ascending order and then neidd|
value is taken as median. Mode is a value thatrsccu
most often in I(x, y).

* Image database
» Feature extraction
» Classification
Pixgal _inte_nsi;y mean features. The intensity and its
Image database: The collection of images analyzed Variation inside the mammograms can be measured by
was obtained from the University of South Fioridafeéatures like: median, mode, standard deviation,
DDSM database. This work analyzed the data from 354&fance, smoothness and range. These features are
cases. DDSM quantity consists of over 2500 images-@lculated using Meag,and Meage. are obtaining mean

The DDSM contains breast mammograms. The format¥! th? hon;ontal and vertical dlrect|on§. The asted
of images were GIF. pixel intensity mean features are shown in Table 2.

] ~ Horizontal features: Meany, is calculated as the

order to allow a CAD system to differentiate mammogram size is m x n, then the total number of
between normal and abnormal pattern. Classificatio pjean,, is m.

of mammogram based on set of features
that can be extracted from the manmaog  Variance:
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m -
i:lMeanHOI'Z (I)

1

IT+o

2

> (Mean,,, (i M)

Rang@or,= Max (Meam,) - Min (Mean,)

1
T+ g2

Smoothnesg, = 1

Rangge= Max (MeaRen)-Min (Meanyeq)

Mean, are arranged in ascending order and then
middle value is taken as Medigp Modegy is a value
that occurs most often in Megah.

Classification: In this study, the classifier is chosen for
classification is a neural network. Neural classifis
processed in two phases namely training phase and
testing phase. Classification algorithm is supewdis
method that is first trained on a set of samplegesa
(whose classification label is known) called tharting

set. The performance of the algorithm is then teste

a separate testing set. The extracted featuréapureto

Meany,, are arranged in ascending order and therthe neural classifier. The neural network used e
middle value is taken as Medjgp. Modey,, is a value

that occurs most often in Meakp.

three layer network with ‘n’ unit in the input layene
unit in the hidden layer and output layer (Karakatad
Ince, 2009; Reret al., 2011). The desired output from

Vertical features: Meane is calculated as the average the neural network is whether the mammogram is

intensity of every column in the mammogram. The
mammogram size is m x n, then the total number o

Meaner is N.

Variance,en(oz):ni_lzill( Meaq,, (iy Mz

Where:

1om .

Standard deviatiqp,

Table 2: Extracted pixel intensity mean features

Pixel intensity

Abnormal

Abnormal Abmal

features Normal Normal Normal
Median,or, 75.0957 62.5042 63.7364
Mod&or, 75.0000 69.0000 59.0000
Variancgor, 28.4450 207.3300 46.4997
Standard deviatiq,, 5.3340 14.3990 6.8190
Rang@or, 73.0696 68.1330 73.1674
Smoothness,, 0.9660 0.9952 0.9789
Medianye: 74.1944 56.5380 61.0790
Modeyen 73.0000 58.0000 60.0000
Variancee 143.2260 178.5100 75.9074

Standard deviatia, 11.9677 13.3600 8.7125
Rangger
Smoothnesg,

0.9931 0.9944 0.9870

18.7891
18.0000
92.1611
9.6000
54.7461
0.9893
13.6887
6.0000
326.6086
18.0723

86.7944 71.6540 77.0954 124.8402

0.9969

28.4242
3.0000
302.0301
17.3790
60.4892
0.9967
34.6275
1.0000
617.7890
24.8554
119.3557
0.9984

31.2791
29.0000
179.9733
13.4150
104.0558
0.9945
9.7079
2.0000
856.399
29.2643
114.4045
0.9988

Table 3: Outcome for mammogram classification

Outcome

Description

True Positive (TP)
False Positive (FP)
True Negative (TN)
False Negative (FN)

Correct abnormal diagnosis
Incorrect abnormal diagnosis
Correct normal diagnosis
Incorrect normal diagnosis
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normal or abnormal. Based on error value weighiesl
petween input layer and hidden layer, hidden |ayet
output layer are adjusted. Error value is compbtethe
difference between the actual and target outputar E
value is minimized to achieve optimum classificatio
For the better performance of the classifier, inmltes
are normalized between 0 and 1.

Evaluation of Proposed Method: In order to
evaluate the classifier with respect to its clasaifon
ability, experimental results are analyzed with tiérens
such as Accuracy (AC), True Positive Fraction (TPF)
and False Positive Fraction (FPF). The AC is a @egr
of measurement of actual true value, TPF meashees t
proportion of positive cases which are correctly
identified and FPF is a complement of TPF. To eat&u
the AC, TPF and FPF, define a positive case as the
detection of mammogram with ‘abnormal’ and a
negative case as the ‘normal’. Table 3 lists thesjixe
outcome for mammogram classifications.

_ TP+TN
TP+ FP+ TN+ FN

TP

TPF=———
TP+ FN

FP

FPF=—
FP+ TN

RESULTSAND DISCUSSION

Experiments are conducted and the results
are dicussed. The proposed classification
approach is applied to a DDSMtathase.
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rate of proposed system is 98%. In the future wthk,

53 pixel intensity mean features may be analyzed biiSV
20 - (Support Vector Machine) classifier.
CFx
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