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Abstract: Problem statement: One of language processing approaches that corapodsic analysis

of sentence structure rather than attempting fultactic analysis is shallow syntactic parsings lan
analysis of a sentence which identifies the camstits (noun groups, verb groups, prepositional
groups), but does not specify their internal stuitest nor their role in the main sentence. The only
technique used for Arabic shallow parser is Suppattor Machine (SVM) based approach. The
problem faced by shallow parser developers is thentary identification which is applied to ensure
the generation of high accuracy system performadAgmroach: The specific objective of the
research was to identify the entire Noun PhraseBsjNVerb Phrases (VPs) and Prepositional
Phrases (PPs) boundaries in the Arabic languagis. thdy discussed various idiosyncrasies of
Arabic sentences to derive more accurate rulegtectl start and the end boundaries of each clause
in an Arabic sentence. New rules were proposethécshallow parser features up to the generation
of two levels from full parse-tree. We described implementation and evaluate the rule-based
shallow parser that handles chunking of Arabic eec¢s. This research was based on a critical
analysis of the Arabic sentences architectureisttubsed various idiosyncrasies of Arabic sentences
to derive more accurate rules to detect the staitthe end boundaries of each clause in an Arabic
sentenceResults: The system was tested manually on 70 Arabic seagewhich composed of 1776
words, with the length of the sentences betwee® 4v6rds. The result obtained was significantly
better than state of the art Arabic published tesulhich achieved F-scores of 97@anclusion: The
main achievement includes the development of Arabalow parser based on rule-based approaches.
Chunking which constitutes the main contributioraghieved on two successive stages that include
grouped sequences of adjacent words on the baligafstic properties.

Key words: Arabic shallow parsing, rule based approaches, txinking, Arabic language
processing, Arabic language phrases, Natural Layg®aocessing (NLP), hand shallow,
Part Of Speech (POS)

INTRODUCTION NLP is the automated approach to analyze textithat
based on a set of theories and a set of technslogie
Natural language is a very important andtogether. In fact, NLP has recently received aitenin
ubiquitous part of human intelligence and society.terms of research and development. Syntactic aisalys
Natural language processing (NLP) is the one of thédentifies certain patterns of words in a sentease
various types of artificial intelligence sciencesiich is  forming phrases of different types, such as noun
overlapping in information and interferes signifidlg  phrases, verb phrases and adjectival phrases (Abney
with the progress of linguistics with regard to the1991; Ramshaw and Marcus 1995). Syntactic analysis
linguistic profile required for computers. Throutfie  categories: Full parsing and shallow parsing. Ik fu
science of the software industry, we are able ly@e  parsing, a grammar and search strategy is usesbigna
and simulate the understanding of natural languagea complete analysis for each sentence. On the other
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hand shallow for natural languages is often sepdrat Methods of shallow parser: Several researchers
into two major parsing of sentence parts is analysiapplied different techniques to dgal with chunking
without building a complete typical parser treee(@e  Several languages. These techniques are rule-based,
2003). This study is to increase the performancthef corpus-based and the hybrid approach for shallow
Arabic shallow parser using the rule-based approach parser. After well over a decade from the contfahe
statistical paradigm in NLP applications, we seerbé
Shallow parser task: Shallow parsers represent the Witnessing a renewed interest in rulebased appesach
task of recovering only a partial amount of syritact 0 splve common problems such as partial syntactic
information to identify phrases from natural langea Parsing (Grover and Tobin 2006). The advantages of
sentences. Shallow parsing is the process of gngupi rule-based chunkers are that rules can be hantewrit
consecutive words together to form phrases by .“d easily comprehended. On the other hand, the
chunker, also called chunks (Patrick 2009). Chumkin disadvantages are that the rules are languagecapasc

N : specific and it takes a large amount of work anedse
?Ooe:aZﬁt g{ﬁg:deTer;or;]ratg:(t)nrgg hz\:\vetrg?l ph;a:?]fhét bIots of linguistic knowledge (Shaalan 2010). In the

' ) uctd 9 y Specily literature, we can find several learning methodsctvh
shallow parsers include phrasal heads and the

) . . ave been applied to perform shallow parsing:
immediate and unambiguous dependents and the?ﬁemory-based learning, transformation-based
structures are usually non-recursive (Mokhéaral.,

. learning, hidden markov models, maximum entropy,
2002). On the other hand a full parser tree defineg,pnort vector machines. The greatest advantage of

completely by specifying the syntactic relationship using machine learning techniques is ease of
between all constituents. A shallow parsing mettad  c|assification by styles, domains. However a major
be more robust than a full parsing method in cades disadvantage is heavy reliance on the quality arel s
low quality input or spoken language, becauseof training corpora and also, for the best reshi t
sometimes in the input there exists noise, mistakes training and testing data must be under the same
missing words, (Li and Roth, 2001). Full parsing isdomain. Machine learning approach usually gives
expensive, is not very robust, much slower andviéegy good results when the training set and the testatg
more information than needed. On the other handare similar (Shaalan 2010). However, the accurdcy o
partial parsing can be much faster, more robusttend the shallow parser based on machine learning

sufficient for many natural language processingtechniques is affected by the following paramettrs:
applications (Pierce 2003). language, the domain, the training data and the Gfiz

the training data.

Parts of speech tags of the Arabic languagdRart of )

speech (POS) tags are widely used NLP tools anffelated work: The first proposed text shallow parser
applications development. The input of the shallowPY Abney (1991) proposed a new approach to parsing
parser task takes the form of POS tags most dirtie by starting with identifying related chunks of werd

These tags are different for different languagesmbic He divided the parsing task Into chunkers and
AN attachments to them. He mentioned that when we
linguistic is usually unclear and the parts péech

e . . read, we read chunk by chunk. This work introduced
are difficult to define. For Arabic, several tagsshad _this natural phenomenon into the machine world. He

been proposed. Classified words into three mainyeqyced that the task of the chunker was to convert
classes. Verbs are sub classified into 3 subclassesantences into non-overlapping phrases and the

nouns into 46 subclasses and particles into 23ttacher was to combine these chunks in such a way
subclasses. Khoja (2001) described more detaileghat it would be possible to get complete parsethef
tagsets. Her tagset contains 177 tags, 57 verl$, 1&entences. After Abney, much of the work that has
nouns, 9 particles, 7 residuals and 1 punctuation. been done on chunking was applied to different
addition, there is the Arabic Treebank tagset, Whic techniques for implementation of chunking tasks in
used in the Arabic Treebank. These POS tags ardifferent languages.
extensively used in this work. Table 1 shows the  Compared to what has been done in English and
reduced Arabic Treebank tagset. other languages, there is only one approach that ha

Dukeset al. (2010) propose an Arabic tagset basedbeen investigated for Arabic shallow parsing Déhbl.
on traditional Arabic grammar which is to tag the (2004; 2007; 2009). Diaket al. (2004) performed
Arabic Quranic corpus. Their tag set contains 35,t8 tokenization, POS tagging and used an SVM-based
nouns a verb and 31 particles. approach for Arabic text chunking.
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Table 1: The reduced arabic treebank tagset

Pos tag Label Pos tag Label
Conjunction CcC Possessive pronoun POSS_PRON
Number CD Imperfective verb VBP

Adverb ADV Non inflected verb NIV

Particle PART Relative pronoun REL_PRON
Imperative verb \Y Interjection INTERJ

Foreign word FOREIGN Interrogative particle INTER\RT
Perfect verb PV Interrogative adverb INTER_ADV
Passive verb PSSV Demonstrative pronoun DEM_ PRON
Preposition PREP Punctuation PUNC
Adjective ADJ Proper noun NOUN_PROP
Singular noun SN Personal pronoun PRON

Plural noun SPN

They adopted an existing SVM tool Allweabal.  followed by “subject” U=&\". This means that the verb
(2000). They trained this tool using the Arabicdid not need more than the subject to fulfill the
Treebank. Their chunks of data were derived from th meaning. In this situation the verb cal}*V J=&\" is
LDC Arabic Tree Bank using the same program thatn “intransitive verb”. Another case is that of erbal
extracted the chunks for the shared task. They theed sentence composed of a verbd” followed by subject
same features and achieved over-all chunkingd=W" followed by the object4 Js=&i”, which is who
performance of 92.06% precision, 92.09% recall andr what received the action of that verb. In tliigagion
92.08 F-measure. There had been no previous studidise verb call &=l J=d” is a “transitive verb”.
done under this research before. Also Diab (200%eaj . . .
the same SVM tool for Arabic tokenization, POS and Prepositional phrases: A prepositional phrases” in
chunking. They reported a chunking performance of‘rabic are used just like in English. Itis in thequence
93.04%. Diabet al. (2007b) and Diab (2009) also used ©f @ preposition followed by a word or phrase. Ener
the same SVM tool and also trained using the Arabi@€ 20 particles' sl <" in the Arabic language,
Treebank. They reported chunking performances ofOMe prepositions that are one-letter, two-letted a
96.06% and 96.33%, respectively. However, thereaare three-letter word groups.
lot of approaches which have bgen sucpessfullyieabpl MATERIALS AND METHODS
to many languages. It would be interesting to acoyut
test them on Arabic languages which have a ragticall

different morphology and syntax, System architecture: The flow chart of our system is

shown in Fig. 1. The input of this system are seqas
of linguistic objects (ranging from raw text to POS
as noun £, verb "J«", or particles S ~", intended tagge.d tokens) from which it produces a sequence of
for items which are neither noun nor verb. The rcleaCONStituent structures such as NP, PP, VP. _
difference between the three parts is the declansio ~ However, the shallow parser system takes as input
“c_=Y) “or syntactic parsing. The major three phrases® sequence of disambiguated words, where each word
for the Arabic language. has a single lexical reading. Therefore, our sysiem
able to handle an input sequence generated by any
Noun phrase: A noun phrase is one which starts with aArabic morphological analyzer or Arabic POS tagger.
noun or a pronoun. It represents the entity of gers Also, its input may consist of text which has been
place, animal, etc.) about which the phrase isinglk processed by a POS tagger or manually by POS
The nominal sentence is composed of “startirigi”, annotated corpora.
which is followed by “information” %", Information
is the part of the phrase to complete the inforamati Pre-processing modules:The system includes three
about starting. optional pre-processing modules that can be used
before the shallow parser. The utilization of these
Verb phrase: A verbal phrase is one which starts with modules depends on the nature of the input. Agtuall
a verb in any of the three forms (present verbt pa  these modules are used in the case when the iaput i
and order verb). The verbal phrase is consideredaw text. However these modules will not be useérwh
stronger than a noun phrase composition-wise. Thée input is an annotated corpus. The modules are
verbal sentence is composed of verbf’ which is  normalization, tokenizer and POS disambiguation.
1507
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and object pronouns as shown in the following

Fazources Processing et l
modules nput types examp e: .
- Arabic verb: A&
Lexical F§ Tokenization Rawr taxt e e
transducers and StrUCtUreeS é -3

POS
disambiguation

morpholopical [¥7
analysiz

ﬂ

POS Morphological |

disambiguation | analvsis taxt

POS:conj+fut+ivdms+verb.imperfect+ivsuff.do:2mp
English translation: and + will + he/it + tell + yo

POS disambiguation: POS disambiguation is the
process of identifying the right grammatical catggo
(POS) of each word in a text (corpus) based on keth
definition, as well as its context. The POS

(HMAD) (HhDM based) [V ) . ) A .
: e | disambiguation module is basically used when tpetin
: = is in the form of a sequence of ambiguously tagged
words or a raw text. This module consists of a
, stochastic POS tagger (based on HMMSs).
Chunling Chunking POS
rules —fe dizambignatsd

Corpora and domain: The domain and genre can have
- | a main rule on grammar, word senses and other
= / linguistic properties. We utilize the Arabic Stétal

POS Tagger (ASPOST) as reported Albartdal.

. (2010; 2011). ASPOST is a statistical part of speec
tagger, trainable on different Arabic corpora. The
system incorporates several methods of smoothidg an
of handling unknown words. ASPOST is optimized
for Arabic language. The tagger is an implemémat
of the Viterbi algorithm for second-order Markov
models. The transition probabilities are smoothsidg
linear interpolation of unigram, bigram and trigram
The normalization module: Normalization is a maximum likelihood estimates in order to estimdte t

preliminary step to Arabic tokenization to ensuratthe ~ rigram transition probability: Unknown words are
text is steady and predictable. It is a basic tamk handled by using the linear interpolation of theravo

. . . suffix probability and the prefix word probabilityzor
reseqrchgrs .|n Araplc NLP always apply Wl.th & commo yo current work, a POS annotated corpus of 350iara
goal in mind: reducing noise and sparsely in tha @al

A , sentences which is composed of 9339 words extracted
Kholy and Habash 2010). Normalization is a chale9g  from ifferent Arabic domains (economics, medical,
process for researchers of Arabic NLP as a redult qciences and etc) is utilized. Data on 280 Arabic

irregularity of using diacritic marks and certadttérs in sentences Comprising 7563 words is prepared for
Arabic writing (Farghaly and Shaalan 2009). analysis during the rule deriving and the remairifg
Arabic sentences which comprised 1776 words aré kep
The Tokenizer module: Arabic is a rich language with for testing the model.
reference to inflection and derivation. The lexitams
are created by attaching affixes to roots whictuirega
very large corpus for good coverage of general irab
In Arabic language, one word may correspond to
single entity or many entities. A token is the mial

taxt

s d

‘ NP eroup J [ VP eroup }l FP eroup |

Fig. 1: The global architecture of the system

Implementation of rules: A rule-based constituent for
the shallow parser is used when the input is aessrpl
of lexical trees with no constituent structure. Thgut

ata is prepared in a specific format and each line
- ) s ' . contains only a POS tag matching with the wordhim t
syntactic unit. The tokenization module is respblesi  contence. The rule formalism has been designed
for identifying a word, a part of a word (or a@)t @  gpecifically for group sequences of categories into
multiword expression, or a punctuation mark (Att'astructures(chunks) to facilitate the dependencyyaisa
2007). Actually Arabic is a clitic language (At2908)  These rules are structured in layers that are egin
i.e. an Arabic token may consist of several lexi@ahs o the input sequences of sequential categorieshayd
which have their own meaning and POS. For examplegeal with syntactic structure and typical Arabic
according to Attia (2007) an Arabic verb can cos@ri linguistic grammars to recognize several major
up to four clitics: conjunction, tense, stems wéffixes  categories of words in Arabic language.
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Table 2: The single regular expression For example in the sentence below another rulebeill
Sample Meaning applied which connects the first (SN) with the poes
{} Indicate the single chunk d (PREP id . PP
() indicate the scope of the operators word ( ) to identify (PP).

> Determine part-of-speech tags

<
? gefo or one Oflfhe previousitem  |n a case when applying the deriving rule (NP{<
| ero or more of previous ltem SPN> * < SN> *}) to connect a sequence of (SPN)

match a single item with others
followed by one or more (SN), the phrase should be

This rules are incrementally built and applied contains indefinite Plural Nouns (not starting witi" )
using the developing corpus. However the desigrfollowed by definite Singular Noun (start withJ®).
contains 150 rules. The shallow parser then check§herefore, if the phrase contains a definite (stéth
whether the first word of the input can belongtte t “J”) Plural Noun (SPN) followed by an indefinite (tno
category. The first 110 rules are implemented i@ th starting with Y ) (SN), then each one belongs to
first stage to generate the first level from a Ehal gifferent phrase and this rule fails to be applied.
parser. The second rule set which contains 40 tisles
run as a post-processing element in the second $tag Rule2 NP: { <SN> < POSS PRON >? <ADJ>
generate the second level from a shallow parsexNOUN_PROP >*} -

Initially, the hand crafted rules for the first kvare
derived, based on the experience through manuayle3 NP : { (<SPN% <SN>)* <ADJ >* <SN>?
tagging for NP, VP and PP chunking. <CD>?< NOUN_PROP >? <ADJ >7?}

Accordingly, a simple grammar chunk with a -
single regular expression rule defined is demotesfra Ryle4 NP: { < SN >* <DEM_PRON> (< SN |>< SPN
in Table 2. The rules will describe sequences gfi¢d  >)? <ADJ>*}
words to identify the three types of chunks which a
covered by our rules. Rule5 NP: {<ADJ> (<SPN}<SN> ) * (<POSS_

_ _ _ PRON>| <ADJ >*)? }
First phase: The first aspect to be considered are the
rules that aim at identifying NP, VP, PP chunkRyle6 NP: {<SN> < POSS_PRON>? <CD>?
boundaries. (<SN>| <SPN>| <NOUN_PROP>)? <ADJ>*

» |dentification of Boundaries for Noun Phrases

(NP): The first types of chunks are NP-chunks that,< Y: POS(Y)= POS(X) >)* }
in our case, the essential point of interest are ° -
identifying noun phrase chunking. A NP is a group e . ]
of words that work together, beginning with a rlc)mldent|1°|cat|0n of boundaries for Verb phrases (VP):

or pronoun and optionally accompanied by a set ofl he second types of chunks are VP-chunks thatuin o
modifiers. Due to the typical Arabic grammatical C@S€, cover the compound verbal tenses and moods. A

structure for NP, we have the rules to build aVP is a group of words that work together whose

grammatically correct noun phrase. The following beginning commences with a noun, to express aeghifi

are 7 general rules from which 70 rules for buiddin meaning to provide information about the subjedhef

a grammatically correct NP are derived as thesentence. As mentioned above, due to the typical

following: Arabic grammar for verb phrases, we have the ndes
build a grammatically correct VP. The following ae

Rulel NP:{ (<SN3 <SPN >)* < POSS_PRON >? general rules from whict80 rules for building a

<ADJ >*} grammatically correct VP are derived.

Rule7 NP: { < X : POS(X‘,E NP components> (<CC>

This rule has some exceptionsiIn a case when
applying the deriving rule (NP: { < SN> *}) to coent
sequence of (SN), only one of them should be defini
start with ‘U"). Therefore, if the phrase contains more e
than one definite (SN), this rule cannot be apptied ~ Rule2 VP :{ (W: POS (X)*{<PAS> < PASSV
other rules should be applied depending on theeseat >,<PRV >, <IV >})( Y : POS(Y)E NP components>
structure which will generate an understandablaggr and Y is the last word)}

1509
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In previous rule if Y is not last word we have two Rulel NP <NP> <CC>? <NP>
cases:If the next word (after Y) is one of the following ) _ )
((CC), (REL_PRON), (ADV), (PAS), (PRV ), (PASSV In the previous rule if the (NP) which comes after

) or (IV) ) then the same rule is applied. We sHoute ~ CC 1S not followed by (PP), then we do not applis th

that, if the next word (after Y) (CC) it should iz (s rule. The next rule, which will connect (NP) witRR )
N . " . Should be applied first:
s) (and, or) which connects two or more NP

components of the same type. So, if CCsissl) (and, Rule2 NP <NP> <PP>
or) or “s” we don't apply this rule and the NP rules
should be applied first. If the noun phrase (NP) followed by (PP), followed

2. If the next word (after Y) is not one of the py noun phrase (NP) and (PP) contains only (PREP),

following ((CC), (REL_PRON), (ADV), (PAS), (PRV), the rule will be identified as {NP} {PP(<PREP>
(PASSV ) or (IV), then the NP rules should be agpli <NP>)}:

first. If the NP rules fails then the same rulepplied.
e . . Rule3 NP <NP> <VP>
.ldentification of boundaries for preposition
phrases: The third type of chunks are PP and they  This rule cannot apply if the next phrase is NP,
could be defined as a combination of a preposiéiot  hecause in this case it should be a (VP) to conitht
a word or phrase, in our case. As mentioned abovgpe next phrase (NP) to identify the (VP):
due to the typical Arabic grammar requirement fer, P

we have the rules to build a grammatically correct Ruled VP  <VP> <CC>? <VP>
preposition phrase. The following are 2 generatsul
from which 10 rules for building a grammatically Rule5 VP  <VP> <NP>

correct PP are derived:
In this rule should be put into consideration the
Rulel PP :{ <PREP > <PPRON>} requirement that the next two words must be scaased

) following cases:
Rule2 PP: {<PREP> <Y: POS (Y) is one of NP

components and Y is the last word >} « If the (VP) is followed by (NP), followed by (PP)
In the previous rule if Y is not last word we leav and then in turn followed by (PP) , another rule
two cases: will be applied which connects the {NP PP}as a
(NP)

If the next word (after Y) is one of the following: . |t the (VP) is followed by (NP), followed by a
((CC), (REL_PRON), (ADV), (PAS), (PRV), (PASSV) (CC) (5,51) and then by a (NP), it will chunk as

or Imperative Verb (IV) ) then the same rule is l&ggh (VP) followed by two noun phrases connected
We should note that, if the next word (after YY&C) together, because connecting the phrasesspY (
it should not be { ') (and, or) which connects two or have a priority in the second level

more NP components of the same type. So, if CG,is (
s) (and, or) or 4 we don't apply this rule and the NP

rules should be applied first. Rule6 VP <VP > <PP> in this situation, it

should be put into consideration the fact that bat

. . two words must be scanned as following cases:
If the next word (after Y) is not one of the followng: 9

((CC), (REL_PRON), (ADV), (PAS), (PRV ), (PASSV
) or (IV) ), then the NP rules should be appligstfilf ~ * If the (VP) is followed by (PP) contains (PREP and
the NP rules fails then the same rule is applied. PPRON), followed in turn by (NP) and then (NP).
In this case {VP ,PP, NP} will connected as a (VP

Second PhaseHaving developed the first level based *  If the (VP) is followed by (PP) and then followed
on the above NP, VP, PP rules and some other by (PP) and the last (PP) contains only (PREP)
linguistic grammatical requisites, the next stefoishe followed by (NP), the rule will be identified as
second level. The following are 5 general rules {VP}{PP}{PP(<PREP><NP>)}
generating for second level, to build grammatically
correct phrases boundaries: Rule7 PP <PP><NP>
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In this situation, it should be put into considena  conducted for the first level of shallow parsertire
the fact that the next two words must be scanned d#st phase and then the experiments proceededthéth
following cases: second level of shallow parser, in the second phidse

results obtained after executing all the experimeme
» 1.If the next phrase is PP, because in this case its follows:

should be NP connected with the next phrase (PP&_ . ] )
to identify NP irst phase of experiments: The first phase of

. - experimentation is basically implementation of finst
gb;;i;:?o(rvfc)cl)s ;2:;03:3 tl:r:)ééNbF;),afczlll\lo;\;e(?t t\%”a level of the Arabic shallow parser. The experimdats

chunk as (VP) followed by two (NP) connected the first level will be discussed one by one.
together, because connecting the phrasessbY ( Experimentl: Evaluation of f-scores as being

have a priority in the second level inversely proportional to the length of the sentene:
The first type of experiment is conducted as ailbeta
RESULTS manual analysis for the first level F-scores wikie t

) ) ) length of sentence rate to see how the length of

The system is evaluated by conducting a series afentence has an effect on the first level accurBaple
experiments which depend on the length of the fully shows the first level F-scores against the lerjth
sentence as well as each phrase separately. TRéi@en sentence to extract the relationship between thgt fi
rule set was applied to all experiments to identy?,  |eve| F-scores and the sentence length.
VP and PP) and then compare the phrase outpugof th  From the data in Table 3, we can draw a corretatio
system with a human chunking standard set of thetin graph to present F-scores against the length désea
text. However, the careful choosing of the Part Oftor each phrase, as shown in Fig. 2.
Speech (POS) tagset has a directly impact on higher 14 gxpjore the relationship between F-scores ef th
level syntactic processing (Diab 2007b). The aanura shallow parser and the length of sentence, we hese t

of the chunker heavily depends in turn on the . . : )
statistical measure of correlation. Correlation sueas

accuracies of the POS tagging (Siddiq 2009). . :
Turning now to the present shallow parser whichthe degree to which two variables are related twget

has been tested on the Arabic Statistical POS Taggd Nere is a negative correlation of -0.79 betweesn th
(ASPOST) (Albaredet al., 2010; 2011) which is number of words per sentence and the F-scoreseof th
trainable on different Arabic corpora. Evaluatidrtiee ~ shallow parser, which indicates that the length of
system as such will not reflect the accuracy of thesentences and F-scores go in opposite directions.
shallow parser algorithm. So, to estimate the amgur Although correlation does not necessarily imply
of the shallow parser algorithm rather than thetesyis  causation, it gives an idea of how the length a& th
as a whole, any errors found in APOST have beeRentence and the F-scores can be related.
corrected manually to the level of a Gold Standard
Corpus (GSC). 70 sentences of various lengths anBxperiment 2: Evaluation each phrase being inverse
which in total consists of 1776 words, were used foto the length of sentence:The second type of
each experiment. The shortest sentence is of fodsv  experiments is conducted based on a detailed manual
while the longest one is of 50 words. For differentanalysis for F-scores for each phrase (NP, VP wiiR)
ranges of one sentence length to the anotheratiger the length of sentence rate to see how the lenfjth o
is divided to five periods, each period including 1 sentence has an effect on the each phrase F-sabres
sentences available for evaluation. the first level of shallow parser. Table 4 showsdéres

Generally, the test suite included various possibl for each phrase against the length of sentencettace
word orders (VSO, SVO and VOS), copula-lessthe relationship between F-scores for each phrage a
constructions, transitive and intransitive  verbthe sentence length.
constructions, sentential and nominal modifications From the data in Table 4, we can draw a graph to
questions, negations, demonstrative and relativ@resent F-scores against the length of sentenceafdr
clauses, complementary phrases, compounding anghrase, as shown in Fig. 3.
sentences with multiword expressions. The graph clearly presents and compares a first

level shallow parser performance analysis agaimst t
Experimental results: Three experiments were length of sentence for each phrase. It is not &ing
preformed on the same sentence. These experiments dhat the highest percentage is in the sentencésOalid
divided into two phases. Firstly, the experiments a words for all phrases.
1511
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Table 3: Evaluation F-scores inverse the lengttsaitence in the

first level
Length of sentence F-scores (%)
0-10 100%
10-20 100%
20-30 97.19%
30-40 97.69%
40-50 97.68%

Table 4: F-scores for each phrase and the senkength in the first
level

F-scores (%)

Length of sentence Noun phrase Verb phrase Preposit
Phrase
0-10 100% 100% 100%
10-20 100% 100% 100%
20-30 97.5% 96.77% 97.2%
30-40 98% 97.14% 97.77%
40-50 97.77% 97.5% 97.77%
Table 5: Theoverall F-scores for the first level
Overdibcores
NP Chunks 98.35(%)
VP Chunks 97.94(%)
PP Chunks 98.21(%)
Average 98.18(%)
99.5 :\\\i
§ 98.5
%975 %
96.5 T T T ‘ )

5 15 25 35 45
sentence length

Fig. 2:Length of sentence effect on shallow parsn
the first level
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Fig. 3: F-scores against the length of sentence#gh
phrase in the first level

100 *
99 \
\\}.

5 15 25 35 45
sentence length

F-scores

k=]
-1

o
[=

Fig. 4:Length of sentence effect on shallow paysm
the second level

There was no change in the percentage supplied by
the sentences with 10-20 words for all phrases hwhic
remained at the highest F-scores. This may duédo t
fact that the sentences with lengths of less than 2
words are more fortunately of less complexity.
However, in the sentences with lengths of 20-30d&or
F-scores showed a decrease for all phrases edpecial
amongst Verb Phrases. Moreover F-scores showed an
increase for all phrases in the sentences withttenof
30-40 words and then there was a slight decreatiein
sentences with lengths of 40-50 words amongst noun
and verb phrases. In contrast there was no change
preposition phrases which remained at 97.77%.

Experiment 3: (Overall F-scores for The First
Level): The third type of experiments summarized the
first level performance of the Arabic shallow parse
The final results of the systems show that theesytet
far outperforms for the first level, as shown irblea5.

Second phase of experimentsThe second phase of

experimentation is basically implementation of the
second level from the shallow parser. The experimen
for the second level will be discussed one by one.

Experimentl: Evaluation f-scores being inversely
proportional to the length of sentence:The first type
of experiments is conducted involving a detailed
manual analysis for the second level F-scores apain
the length of sentence rate to see how the lenfith o
sentence has an effect on F-scores. Table 6 shuws t
F-scores against the length of sentence to exthect
relationship between F-scores and the sentencéhieng

From the data in Table 6, we can draw a correiatio
graph to present F-scores against the length ¢ésee,
as shown in Fig. 4.

We study the relationship between F-scores and the
lengths of sentence using the statistical meastire o
correlation. As expected, there is a negative
correlation of -0.69 between the number of words pe
sentence and the F-scores of the shallow parséchwh
indicates that the length of sentences and F-saes
in opposite directions.

Experiment 2: Evaluation of Each Phrase Being
Inversely to The Length of SentenceThe second type

of experiments is conducted based on a detailediahan
analysis for F-scores for each phrase (NP, VP, PP)
against the length of sentence rate to see hovetiggh

of sentence has an effect on the each phrase Essobr
the second level of shallow parser. Table 7 shows F
scores for each phrase against the length of semten
extract the relationship between F-scores for each
phrase and the sentence length.
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Table 6: Evaluation F-scores inverse the lengttserftence in the  |engths of 40 to 50 words, there was a slight areiase

ot OsfeSC:nrlir:i\éEI Fscores 06 in F-scores of verb and preposition phrases, wilhop
016 00 in noun phrase F-scores.

10-20 97.33 _

20-30 9.8 Experiment 3 (Overall F-scores for The Second
30-40 97.29 Level): The third type of experiments summarized the
40-50 96.18 second level performance of Arabic shallow par§ae

_ final results of the systems show that the systenfes
Table7: F-scores for each phrase and the sentemgghl in the outperforms for the second level, as shown in T8ble

second level
F-scores (%) DISCUSSION
Length of
sentence Noun phrase Verb phrase  Preposition phrase After comparison of all the experimental results
26120 330:/500/ 11%%‘;/; g%og/go/ using the same test corpus, the most important poin
20.30 90.29%% > e be made is that the chunking of unlabelled depemden
- 29% 96.77% 97.22% lati ; bl iahtf 4 Th
30-40 97.43% 96.87% 97.5% re E}tlons |$ reasonably straightforward. The g"eate
40-50 93.87% 97.5% 97.61% variance in sentence structure and grammatical
functions in Arabic which leads to disambiguatioh o
Table 8: Theoverall f-scores for the second level the boundary phrases of chunking, has several iwegat
Overall F-scores effects in the system. As has been nptedgth of
NP Chunks 95.94% sentences has no effect on overall F-scores. Axfdit
VP Chunks 97.82% that, we can see that, there is decrease in Fssdore
ZP Chunks :77-;’3 all phrases in the second level. The major decrease
verage 087 in noun phrases on the other hand, while the verb
phrase F-scores showed a negligible decrease. The
102% study confirmed that, the system performs with F-
100% —4—Noun Phrase scores that are 97% better than state of the atisped
% results on Arabic shallow parser
e I\ A p
o -
04% ' —#—Verb Phrase CONCLUSION
29 T T T T 1 . . .
o2% Preposition This study describes the development of an Arabic
N A N R P Phrase shallow parser based on rule-based approach. The
SEE ARSI . ! . ; o
chunking which constitutes the main contributioe ar

achieved on two successive stages that includepgrbu
Fig. 5: F-scores against the length of sentenceeéoh  sequences of adjacent words on the basis of litiguis
phrase in the second level properties to identify each of NP, VP and PP. Bawed
the fact that the aim of the research is to gemerat

From the data in Table 7 we can draw a graph foresults at two levels, the final results adoptedewe
F-scores against the length of sentence for eacisph based on the second level results. Overall, the
as shown in Fig. 5. experiments has shown that the satisfactory resalis

The graph clearly presents and compares a secofig¢en achieved. The system generates the firsteveds
level shallow parser performance analysis agaimst t from the Arabic full parser tree and the issueseaaf
length of sentence for each phrase. It is not ®ingy  extending this work to enable the building up duk
that the highest percentage occurs in the sentevittes parser tree. In addition, other methods should be
0-10 words for all phrases. Then, in the sentemdt's  applied which have been successfully utilized f@ngn
lengths of 10-20 words F-scores showed a decreaise flanguages for shallow parsers. Lastly, we woulchvis
noun and preposition phrases. Over the same lengteee it integrated with statistical chunking to be
verb phrases remained at the highest F-scoreémplemented for better accuracy.

However, in the sentences with lengths of 20-30dwor
F-scores showed an increase for Noun and prepositio REFERENCES
phrases with relatively less F-scores for Verb Béira
Moreover the F-score showed an increase for alfbney, S., 1991. Principle-based parsing: compartati
phrases in the sentences with lengths of 30-40 svord and  psycholinguistics®l ~ Edn.,  Springer,
especially for Noun Phrases. In those sentencds wit  Dordrecht, ISBN: 0792311736, pp: 408.
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