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Abstract: Problem statement: This study addressed the user’s perceived qualftyservice
requirements in content distribution and investigathe role of QoS. Aware Dominating set based
Semantic Overlay Network (QADSON) in surrogate seselection to achieve the specified quality of
service.Approach: At first, we constructed the QoS aware dominatiag ls|ased semantic overlay
network which was a virtual network of surrogatevees that was built on top of existing physical
network with the purpose to implement new netwak/iges and features such as efficiency, exact-1
domination, controlled redundancy and fault tolemthat are not available in the existing network.
We applied EFRRA content replication algorithm teséminate the content among the surrogate
servers and evaluated its performance in QADS@BMsults: We assessed the efficiency, exact-1
domination, controlled redundancy and fault resiie of QADSON in terms of mean response time,
mean CDN utility, hit ratio percentage, rejecticater and CDN load. We extended the simulation
experiments to analyze the role of QADSON in maiitgy uniform CDN utility of above 0.95.
Conclusion: We also investigated the quality of service regmients for the content distribution and
evaluated performance of QADSON based CDN in teomsean response time, latency, hit ratio
percentage, mean CDN utility, rejection rate and\Nd&ad.

Key words: Content Distribution Network (CDN), QoS Aware Domiimg set based Semantic Overlay
Network (QADSON), Efficient and Fault Resilient Rieption Algorithm (EFRRA)

INTRODUCTION content replication algorithm is applied to disseaté
T . the content among the surrogate servers in the
A Content Distribution Network (CDN) consists of QADSON based CDN. Performance measurement is
many surrogate servers located at different looatio oo .jeq out to estimate the values of performandices
which can be clustered or grouped together to farm ch as size of CDN, meaesponse time, mean CDN
surrogate server site, so that a client has a gooutility, latency, hit ratio percentage, number ofipleted

connectivity to at least one of the surrogate gsrve > 4 CDN load which ai
These surrogate servers have to cooperate with ea{:ﬁqueStS’ rejection rate an oad wnich gives a

other to enhance the performance of the conterffidication of system conditions and used to idgrifie
delivery network and meet the user perceived Qualitfactors that influence the design of CDN and its
of Service (QoS). A CDN provider mainly focuses on performance, assisting the content providers insaec
providing the following services and functionaliie Making and achieve efficiency, load balancing adtf
storage and management of content, distribution ofolerance in massive content distribution systems.
content among surrogate servers, cache management, Pathan and Buyya (2008) presented a
delivery of static, dynamic and streaming conteagk comprehensive taxonomy with a broad coverage of
up and disaster recovery solutions, monitoringisesy CDNs in terms of organizational structure, content
performance monitoring and reporting. distribution mechanisms, request redirection temphes
This paper dealt with the implementation of and performance measurement methodologies. Their

Quality of Service aware dominating set for selegti surveys focused on understanding the existing CIDNs
the replication set of surrogate servers. Then EXRRterms  of  their infrastructure, request-routing
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mechanisms, content replication techniques, load Byerset al. (1999) proposed a parallel accessing
balancing and cache management. scheme based on tornado codes in which a client is
Rodriguez and Biersack (2002) proposed aallowed to access a file from multiple mirror sites

dynamic parallel-access scheme to access multiplparallel to speed up the download.

mirror servers. They showed that their dynamic lpera Pathan and Buyya (2009) presented architecture to
downloading scheme achieves significant downloadingupport peering arrangements between CDNs, based on
speedup with respect to a single server scheme Virtual Organization (VO) model. Performance can
However, they studied only the scenario where onée achieved through proper policy management of
client uses parallel downloading. The effect andnegotiated Service Level Agreements (SLAs) between

consequences when clients choose to adopt the sargers. They also presented a Quality of Service5jQo
scheme is not addresses. driven performance modeling approach for peering

Cherksova and Kee (2002) proposed Fast ReplickDNS in order to predict the user perceived
algorithm to distribute the content, in which a muse Performance. Their approach has the provisionsafor
downloads different parts of the same file fromoverloaded CDN to return to a normal state by

different servers in parallel. Once all the paftthe file offlo%d_lng excess requests to tpe peers and_d also
are received, the user reconstructs the origitel oy providing concrete QOS guarantee for a CDN provider
reassemblingi the different parts Geetha and Narayanan (2011) presented a survey

Lu et al. (2008) proposed a novel content pushon current trends and methods in video retrievale T

. . X -~ 'major themes covered by their study include shot
policy, called TRRR i.e. Tree-Round-Robin-Replicagegmentation, key frame extraction, feature extact

which yields an efficient and reliable solution for ¢ystering, indexing and video retrieval-by simitiar
distributing large files in the content deliverytwerks — propabilistic, ~ transformational,  refinement ~ and
environment. They carried out simulation experirsent relevance feedback. This study assisted the upgpmin
to verify TRRR algorithm in small scale and researchers in the field of video retrieval andlitate
demonstrated that TRRR significantly reduces the fi them in know about the techniques and methods
replication time as compared with traditional p@&c available for video retrieval.
such as sequential unicast and multiple unicast. Nandagopal and Uthariaraj (2011) proposed Multi
Dominating sets have been used by Han and Ji@riteria Resource Selection (MCRS) algorithm which
(2005) in topology control for wireless Ad hoc considered multiple criteria such as processinggrpw
networks. Maet al. (2005) used Dominating sets for workload and network bandwidth of the resource
virtual backbone creation in sensor networks. during resource selection. They conducted simuiatio
Shakkottai and Johari (2010) proposed a hybricexperiments to evaluate the performance of the
content distribution system that combines the fiemtu algorithm and compared its performance with
of peer-to-peer and a centralized client-serveter@n conventional single criteria algorithm.
distribution system. Xiaet al. (2009) considered a Ramadoss and Rajkumar (2007) considered a
two-tier content distribution system for distrimgi  system for the semiautomatic annotation of an audio
massive content and proposed popularity-based filgisual media of dance domain, DMAR (Dance Media
replication techniques within the CDN using mukipl Annotation, authoring and Retrieval system). Their
hash functions. work outlined the underlying XML Schema based
Ozkasapet al. (2009) proposed and designed acontent description structures of DMAR and discdsse
peer-to- peer system; SeCond, addressing ththe merits and demerits of their approach of evgjvi
distribution of large sized content to a large nembf  semantic network as the basis for the audio-visual
end systems in an efficient manner. It employedlk s content description. Further, they proposed a tyali
organizing epidemic dissemination scheme for staténetric, fidelity to evaluate the expressive powethe
propagation of available blocks and initiation éddk ~ dance annotations. Evaluation results are presented
transmissions. They showed that SeCond is a sealabfiepict the performance of the dance video quenes i
and adaptive protocol which took the heterogenefty terms of precision and recall.
the peers into account. Caviglione and Cervellera (2011) proposed an
Stamoset al. (2008) have presented a generic non-overlay Content Distribution Network (CDN) which
parametric heuristic method that integrates cachimgy can able to sustain the real-time delivery of data
content replication to improve the performance BNC ~ streams. They modeled a predictive control schemme t
in terms of availability and cache hit ratio. They enhance utilization of resources and evaluated the
developed a placement similarity approach, callR@S effectiveness of the proposed solution during
for evaluating the level of integration. multimedia streaming and interactive grid data.
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Amutharaj and Radhakrishnan (2008) constructe®tep 1: Mark all the vertices of the graph white.
a dominating set based overlay network to optintiee
number of servers for replication. They investigatiee
use of Fast Replica algorithm to reduce the content’
transfer_ time for replicating the content withineth Step 3: The selected vertex is marked black and its
semantic overI_ay netv_vork and co_mpared its perfoo@an neighbors are marked gray.
with sequential unicast, multiple unicast content
distribution strategies in terms of content regimatime ~ Step 4: The algorithm then iteratively scans the gray
and delivery ratio. nodes and their white neighbors and selects thg gra
Amutharaj and Radhakrishnan (2010) proposed aode or the pair of nodes (a gray node and on¢sof i
hybrid replication strategy named EFRRA algorithmwhite neighbors), whichever has the maximal number
which combined the features of both fast replica an of white neighbors.
resiiont content replicaion Soluion. They perfd 1P 5:The selected node or the selected pair of nodes
both analytical study and empirical study to analttze is marked black, with their white neighbors
performance of EFRRA and proved that EFRRAmarkecl gray.

algorithm outperforms other algorithms in terms ofstep 6:Once all the vertices are marked gray or black,
replication time and also maintain the competenthe algorithm terminates. All the black nodes foam
delivery ratio. connected dominating set (CDS).

MATERIALS AND METHODS /l QoS aware dominating set formation steps

Step 2: Select the vertex with the maximal number of
hite neighbors.

) o . Step 7: After forming the DS, check the degree of each
Design of QoS aware dominating set based semantic yertices of the connected dominating set.

overlay network: Semantic Overlay Network ‘G’ can

be defined as follows: Step 8: If the degree of any vertex is more than one
then marks that vertex gray and find the suitable
G ={V, E} (2) alternate vertex as the member of the dominatitig se

/I exact-1 domination

where, V = {V}, V;, Vs, .. Vi} be the set of surrogate giep: 9: Check whether the following criterions are
servers and E is the set of edges betw8esuirogate satisfied by the DS:

ser\;éer and"] surrogate server i.e. E= iW)) succ%gat

Vi Vi. Let D be the dominating set of G an , . _ _

the ser\]/er not in D is adjacent to at least oneogate lcl:lit[eur%og D | =1forevery [V (G) // Efficiency

server in D. Hence, all the surrogate servers dhere

member of D or V\D. *  R(G)=min{> vOV(G) N[V] N D|:D} = min{l(D)}
QoS Aware Dominating set is formed with an aim

to construct a dominating set with the propertigshsas

Efficiency, Controlled Redundancy and fault-tolezan

Efficiency can be achieved by implementing the

principle of dominate every vertex in the adjacssttat « For any tree T in D with¥2, there exists a vertex

least once. Cardinality Redundancy of a graph R (G)  vOV, such thaty(Y-v) = y (T) // Fault Tolerance
can be defined as the minimum number of vertices in  criterion

the adjacent set dominated more than once by a

dominating set. Controlled redundancy can be The QoS Aware dominating set formation
incorporated with the dominating set by maintairting ~ @lgorithm is applied to form the semantic overlay
minimum  cardinality redundancy value. Fault Network of surrogate servers which are connected
Tolerance is defined as the ability of the netwesk logically to provide the logical infrastructure dfie
provide service even when it contains a faultyCDN’ in which any replication algorithm can reptiea
component or components. Fault tolerance propety ¢ th€ content.

be ensured by modeling the behavior of a network i

the presence of a fault and can be analyzed b’E
determining the effect that removing an edge(liokga
vertex(server failure) from its underlying graph.

where, D is a dominating set // Redundance (Control
Criterion:

esign of an efficient and Fault Resilient Replicadn
Igorithm (EFRRA):

Working principle of EFRRA: A novel algorithm
called EFRRA is proposed for an efficient and fault

QoS aware dominating Set based SON (QADSON) resilient replication of large files in the CDN. Wking
construction algorithm: mechanism of EFRRA can be summarized as follows.
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In order to replicate a large file among ‘n’ noddw
original file is partitioned into ‘n’ sub files aqual size
and each sub file is transferred to ‘n’ differeptes in
the group. Each node is provided with a distributist
of ‘m’ surrogate servers. In the second round, eaxte
propagates its sub file to ‘m’ surrogate servergha
distribution list. This propagation is repeatedilutkt
number of file fragments would be reached by &l ‘thi
recipient surrogate servers in the surrogate sesier

Thus instead of the typical replication of an enfite to sl
‘n” nodes by using ‘n’ internet paths connecting th

original node to the replication group, this reali Fig. 1: Distribution step in EFRRA
algorithm exploits n*n diverse internet paths wittihe
replication group  where each path is used for
transferring 1/f of the file. Hence, the bandwidth
requirement is reduced by a factor of 1/n.

Step 1: Distribution of content to surrogate
servers: As shown in “Fig. 1,” the originator nodeyN
opens n concurrent network connections to nodes
{N...N;} and sends to each recipient node(N <= i

<= n) the following:

* A distribution list of nodes R = {N ...,N;} to
which sub file Fhas to be sent on the next step

* Subfilek Fig. 2. Adding resiliency to EFRRA

tshtgpmi'i nAsdt?LrlgtluEugf rtigl'éggRtX E;:?Ciﬁ‘c'):]t ;%%gﬁ Recipient node retrleve‘s 'the original source fitethe _
practically unchanged while adding the desired prigp  fOrm of & sequence of *k’ encoded packets, aloriy wi
of resilience to node failure. To maintain the lrescy ~ additional redundant packets, are transmitted kg th
the surrogate servers in the network are excharthmg sender and the redundant data can be used to recove
heartbeat messages with their origin server. Théost source data at the receivers. Here retransmisé
heartbeat messages from surrogate servers tootigim  |ost packets will not be needed. In this collect&iap
server are augmented with additional informationt® 5150 EFRRA algorithm maintains resiliency against
porrespondmg algorithm. ane the content is dhsted surrogate server failure and link outages.
in the network, the receiver has to recollect al t . _
content from the network in a parallel manner. In the ideal case, Whgn k=m, ev_er_y surrogate serve
For example, if surrogate server, Mails during N; holds all of m sub-files of original file F and
transfer, then this may impact all surrogate sarverreorganizes them to form the Original file F in theal
No...... N, in the network because each node depends amode. When the user requests file F from the origin
node N to receive sub file £ In the described scenario server, the request will be redirected to one gat®

as shown in Fig. 2, surrogate serveridacting as a gserver in the list {N, N,... Nm} and download the
recipient server in the replication set. If a sgate server

fails when it acts as the origin surrogate servertiis whole file .

failure impacts all the surrogate servers in thmication RESULTS AND DISCUSSION

group which may be the replication sub tree roadted

surrogate server;N Analytical study: Let Timg denote the transfer time of

Step 3: Adding resiliency during content collection file F from the origin server&,\.to §urro_gate_ serveri_r&s
at the receiver: Once the entire file is distributed to all Measured at NAverage replication time is considered

the surrogate servers in the overlay network afogiate ~ as a performance measure.
servers using stepl then the recipient node antaliede
has to recollect all the sub files or blocks of the
requested file from the overlay network of surregat
servers in a parallel manner.

Average replication time:

Time,,=1/n*>'"" Time (2)
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Table 1: Content distribution times of differenntent distribution
algorithms

Algorithm Content distribution time ¢)

Sequential unicast
Multiple unicast

n * Size (F)/B
Size (F)/B

Fast replica 2Size (F)/(xB)
Resilient fast replica without
node failure 2Size (F)/(xB)

Resilient fast replica with
failure of ‘m’ servers
Optimal fast replica
Tornado codes

EFRRA

(2+m/n) * Size (F)i)

((k+n )/ n*n*k )*Size(F) /B
2*c / n* Size (F)/B

(2+c )/n* Size(F)/B

vertex in D has more or less same number of neighbo
nodes which are members of the adjacent servers set
V\D. So contents are only replicated in the dongdat
set of surrogate servers D instead of V. Suppose
Cardinality of D is ‘r' or a value less than ‘r'eéh the
contents will be replicated in utmost ‘r' number of
surrogate servers which is always less than ‘e., i.
ol <)V . o
Therefore, Replication Time proportion of diffeten
content distribution algorithms such as sequential
unicast, multiple unicast, Fast Replica (FR), Rexsil
Fast Replica(R-FR) and Optimal Fast Replica (O-FR),

In idealistic setting all the nodes and links aretormado Codes and EFRRA in QADSON can be
homogeneous and let each node can support ‘nexpressed as follows:

network connections to other nodes at B bytes/sec.

Then:
Time gistibution= Size (F) / (rB) (3
Time collection™ Size (F) / (N) ( 4 )

Performance of content distribution algorithms in
an ‘n’ server semantic overlay network: Time taken
for distributing the content over the Semantic Qaser
Network by different content distribution algoriterare
presented in Table 1.

Therefore, Replication Time proportion of diffeten

content distribution algorithms can be expressed as

follows:

Timegy: Timayy : Timag : Timeyrr @ Timeorr:
Timerc : TiMmezrrra

n: 1: 2/n: (2+m/n)*1/n: (( k+n)

r:1:2/r:(2+m/r)*Lr: ((k+r) / rrr*k)
:2*c/r:(2+c)/rwherer<n (6)
Simulation test bed and performance measurement:
We used the simulation tool CDNsim [25] to creatd a
customize the simulation environment named
QADSONCDN which includes the following five
modules:

* QADSON based CDN Model : To evaluate the
performance of the proposed QADSONCDN
simulation environment developed using the
simulation tool CDNsim [25], which simulates a
main CDN infrastructure based on QoS Aware
dominating set and is implemented in the C
programming language. In QADSON based CDN
infrastructure where surrogate servers are logicall
grouped to form the QoS aware content distribution
network backbone based on QoS constraint
dominating set construction algorithm.. So all the

[mn*k):2*¢/n:(2+c)/n (5) surrogate servers are either member of dominated
_ semantic overlay network of surrogate servers or

Where: _ member of adjacent surrogate server set which is

n = Total number of surrogate servers in the .o hop connected with the QADSON. Each

replication set

m = Number of surrogate servers in which repligatio
of contents carried out
k = Number of redundant blocks generated

Performance of content distribution algorithms in

QoS aware dominating set based semantic overlay
network: QoS Aware Dominating set D is a set of ‘r’
dominating surrogate servers in surrogate serve¥se

and V\D is the set of all the adjacent vertices of
dominating node set D such that the dominating set

would satisfy QoS requirement criterions such asex

1 domination, efficiency, controlled redundance and

fault tolerance. Each vertex ‘U’ in dominating st

has to dominate every vertex atleast once. So each

surrogate server maintains the neighbourhood

information and knowledge about the file objects

stored in all the other surrogate servers
e If user's request is missed on a surrogate server
which is not a member of QADSON then the
content will be searched on the adjacent surrogate
server which is the member of QADDSON and
served. If the content is not available in the
adjacent surrogate server then the content will be
searched in the other surrogate server in the
QADSON and served. If the content is not
available in the entire QADSON then it is pulled
from origin server. By default, CDNsim simulates
a cooperative push-based CDN infrastructure,
where each surrogate server has knowledge about
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what content (which has been proactively pushed to
surrogate servers) is cached to all the other gateo
servers. If a user’s request is missed on a sugoga
server, then it is served by another surrogateeserv
In this framework, the CDNsim simulates a CDN
with 200 surrogate servers which have been located
all over the world. The default size of each suateg
server has been defined as the 40 percent oftdie to
bytes of the Web server content. Each surrogate
server in CDNsim is configured to support 1,000
simultaneous connections

Web Server Content Generator: This Web server
content generator module includes modelling the

information at each and every moment and
maintain the trace files and logs. These log
information contains the number of file objects

stored in the surrogate servers, number of blocks
generated during block level replication, number of
packets lost during transmission, number of
redundant blocks generated and transmitted and
time of initiation, time taken to reach the

destination , number of completed requests,
number of requests rejected, number of requests
arrived etc. These log information can be used by
the account manager to compute the Quality of
Service metrics such as mean CDN utility, average

content replication time, delivery ratio, reception
efficiency, mean response time, latency, hit ratio
percentage, number of completed requests,
rejection rate and mean CDN load.

file object, its size and semantic characteristics
such as type of content mentioning static or
dynamic. Usually Web server content generator
module creates two files. The first one is the Qrap
and the second one records the produced
communities CDN network simulation set up: The distribution and
Client Request Stream Generator and Networlarrangement of servers, routers and clients in the
Topology Generator: This captures the mainnetwork affects the performance of the CDN. Diffdre
characteristics of Web users’ behaviour and built-network  backbone types result in different
in network topology generator to generate AS,“neighbourhoods” of the network elements. Thergfore
Random, Transit_Stub and Waxman topologies. Ithe redirection of the requests and ultimately the
this work, we have generated a maximum of 1distribution of the content are affected. In CDNsim
million users’ requests and each request is for simulation test bed, there are four different nekwo
single object. We consider that the requests arrivdackbone flavors: AS, Waxman, Transit_stub and
according to a Poisson distribution with rate equalRandom. Each of them contains 3037, 1000, 1008 and
to 30. Then, the Web users’ requests are assignetD00 routers respectively. The routers retransmit
to CDN’s surrogate servers taking into account thenetwork packets using the TCP/IP protocol betwéen t
network proximity and the surrogate servers’ load clients and the CDN. All the network phenomena such

which is the typical way followed by CDNs’ as bottlenecks and network delays, packet routing

providers. Finally, concerning the network protocols, content distribution policies, QADSON
topology, we used an AS-level Internet topologyformation mechanism are simulated.

with a total of 3,037 nodes. This topology captures

a realistic Internet topology by using BGP routing Performance of different content distribution

data collected from a set of seven geographicallypchemes in QADSON in terms of average replication
dispersed BGP peers time: We experimented with 12 different sized files;

Content Distribution Algorithm Simulator: This 100 KB, 750 KB, 1.5 MB, 3 MB, 4.5 MB, 6 MB, 7.5

Content Distribution Algorithm Simulator module MEI’DgONII\IBt’) 36 dMngL\“:’l‘l l;/IB,t72tMB, 128 MB in the
is developed in OMNET++ to simulate the @ ase Inirastructure.

. o : Figure 3 shows the average replication time
working of content replication algorithm. It measured by different individual surrogate serfers

collects the entire file object and its semanticdiﬁerent file sizes of 100 KB, 750 KB, 1.5 MB. 3B
information from the origin server, maintains the 45MB.6MB. 7.5 MB. 9 MB’ 36 MB ’54 MB ’72 MB
neighborhood information, decision making logic 5n4 128 MB when QADSON based replication set of
and disseminates the object according to th&yrogate servers. High variability of average
content replication algorithms such as sequentiajgplication time under Multiple and Sequential
unicast, multiple unicast, fast replica, Resilientyylticast is identified for larger file sizes. Awage
Fast Replica and Optimal Fast Replica, Tornadqontent replication time of EFRRA algorithm across
Codes and EFRRA large file sizes in QADSON based replication set is
Account Manager:Account manager module is much more stable and predictable. Hence, EFRRA
developed in the simulation test bed usingalgorithm outperforms all the traditional content
OMNETT++, wused to capture the traffic distribution schemes.
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Performance of EFRRA content replication We evaluate the performance of CDN in terms of

algorithm in  QADSON in terms of average Mean CDN Utility (Useany Which can be computed
replication time: We measured the average rephcaﬂonusing the following formula:

time of EFRRA to replicate the different sized dilm
the SON, DSON, EDSON and QADSON and the _
performance graph is depicted in Fig. 7. It is obsé¢ U, *=1/nY U (8)
that average replication time of EFRRA is very lass
QADSON based replication set.
We investigated the use of different overlay
Delivery ratio Vs surrogate server failure fraction: construction methodologies such as Semantic Overlay
The delivery ratio is defined as the ratio of thener  Network (SON), Dominating set based SON (DSON),

of data packets successfully received by the rewtpi Equitable Dominating Set based SON (EDSON) and
surrogate server to the number of data packetsbye_nt Q0S Aware Dominating Set based SON in terms of
the source surrogate server. The worst case dgliver

ratio of EFRRA in SON, DSON, EDSON and Mean CDN Utility. _
QADSON when the number of simultaneous surrogate It is observed that QADSON based CDN is very
server failures in the CDN has been analyzed asd ituseful in maintaining uniform Mean CDN Ultility
performance is shown in Fig. 5. (Unmeany Of 0.95. 1t is also found that QADSON based
From the delivery ratio analysis shown in Fig. 5,CDN  outperforms  other ~CDN  construction
we found that the delivery ratio of EFRRA algoritin  methodologies such as SON, DSON and EDSON in

QADSON based CDN is above 0.97 always, evenierms of Mean CDN Utility. This is depicted in Fig.
though the surrogate server failure fraction readhs.

Hence, QADSON based CDN is found to be fault

tolerant and efficient during surrogate serverufail Mean response time Vs file sizeMean Response

Time is defined as the expected time for a reguebe

Analyze the impact of QoS aware dominating set satisfied. It is the summation of all requests’ din
based SON in CDN formation: By the divided by their quantity. This measure expresses t

implementation of QoS Aware dominating set for theusers’ waiting time in order to serve their reqsest
clustering of surrogate servers in the SON, theage Lower values indicate fast served content. The ailver
number of surrogate servers for content replication €Sponse time consists of many components, namely,
reduced to 55 percentages or less. This is depioted DNS delay, TCP setup delay, network delay between
Fig. 6. the user and the server, object transmission delay,
Figure 6 Reduction in Replication Set due to theencoding and decoding times of block level repigat
impact of Equitable Dominating Set in CDN Formation and so on. Our response time definition impliesttital
delay due to all the aforementioned components. We
Analyse the role of QoS aware dominating set in analyzed the Mean Response Time experienced by the
surrogate server utilization: CDN utility is the mean sers to download different sized files in SON, D&O
of the individual net utilities of each surrogataer in EDSON and QADSON based CDN s depicted in Fig.

a CDN. Net utility is a value that expresses tHatian . . .
between the number of bytes of the served conterﬁ' It is observed that Mean Response Tlme eXpes dan.
y the users to download different sized files in

against the number of bytes of the pulled contemnf >
origin or other surrogate servers. Net Utility,(0f a ~QADSON is lesser than SON based CDN, DSON based

surrogate server can be given by the formula: CDN and EDSON based CDN. So users quickly
received the content in QADSON based CDN.
U, =2/M *arctan @) @)
Mean response time Vs number of clients:
o — ratio between uploaded bytes to downloaded bytes Simulation experiment is conducted by fixing thetin
The resulting utility value ranges to [0..1] values for following parameters:
The value Ycan be:

1 if the surrogate server uploads only content Maximum number of requests = 1,000,000
0 if the surrogate server downloads only content *  Number of file objects = 50000

i = 0.5 if upload and downloads are equal e Maximum website size = 1GB

1484

cccC
TRNTIN



J. Computer <ci., 7 (10): 1479-1490, 2011

Table 2: Technical specification of cdnsim simwatenvironment

Simulation parameters

Specification

Network topology

Surrogate server cooperation
mechanisms used

Number of surrogate servers
Number of clients

Website size

Number of file objects in website
Max. number of requests

Link speed

QoS parameters measured at
Surrogate Server

QoS parameters measured at
Client side

AS, WAXMAN,
Transit_Stub, Random

SON, DSON, EDSON,
QADSON
200
100000
1GB
50000
1000000
1Gbps

Average Replication
Time, delivery ratio

Mean response time, mean
CDN Utility, Latency,
hit ratio percentage,
rejection rate and CDN load

Average replication time analysis

80 -
75 A
z ;g —+— Sequential unicast "
b 60 | —® Multiple unicast
£ 55 4 Fast replica /
§ fg | R-FR with 'm' node failure ;-"
§ 40 | —*—Optimal fast replica /
s 35 | —e—Tomadocodes [
5 30 ] ——EFRRA
= ]
=< 20
15
10
5
0 |
22522333355 ¢% ¢
z & = < _ . T v o Al
File size
Fig. 3: Average content replication times for vaso

schemes

EFRRA's Performance in SON. DSON, EDSON and QADSON

& o

+— Average replication time of EFRRA in SON based CDN

[ Average replication time of EFRRA in DSON based CDN /ﬁ
¥/

Average replication time of EFRRA in EDSON based CDN
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From the experimental results, we found that when t
number of clients increases in a network the mean
response time always increases. But the increase in
mean response time in QADSON based CDN is
uniform and is always less than the mean response
times in EDSON based CDN, DSON based CDN and
SON based CDN which is depicted in Fig. 9.

Mean response time Vs number of request#@nother
finding is, when number of clients is fixed in awerk

and the number of requests increases then the mean
response time of QADSON based content distribution
network is always less than EDSON based CDN,
DSON based CDN and SON based CDN which is
depicted in Fig. 10.
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Size of CDN Vs number of surrogate servers
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Fig. 10: Mean response time Vs number of requests

Latency Vs file size:Latency is defined as the interval
between the time the user requests for certainecont
and the time at which it appears in the user browse
is available at client machine. The end user peecki
latency is a useful metric to select the suitablecgate
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Mean response time Vs file size
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Mean response time Vs number of clients
Maximum number of requests = 1,000,000
Number of file objects = 50000
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Fig. 11: Latency Vs file size

In our CDN system, each CDN node determines its set
of neighbours using latency information. However,
different sized files have different latencies amdb
objects can essentially be of any size. Hence, e@agin
techniques to estimate the latency of downloading a
object as a function of file size using only a lied
number of probes. Our measurements from simulation
experiments showed that the average network latency
of downloading a file is roughly proportional ta isize
when the file size is between 100KB and 128 MB and
is depicted in Fig. 11. From the measured values of
latency, it is found that latency in QADSON based
CDN is lesser than EDSON based CDN, DSON based
CDN and SON based CDN for different sized files
ranges from 100KB and 128 MB.

Number of requests Vs hit ratio percentage:
Generally surrogate servers serve contents toligrgs
from its cache. Hit ratio percentage is the ragbazen
the number of contents a surrogate is serving had t
number of content request it is receiving. A high h
ratio indicates an effective cache management yolic
content distribution policy and surrogate server
cooperation. It improves network performance and
bandwidth saving.

Simulation experiment is conducted by fixing the
input values for following parameters:

Number of clients = 100000
Number of file objects = 50000

From experimental results plotted in Fig. 12, we
can see that for particular number of requestrdtib
percentage of QADSON based CDN is always higher
than hit ratio percentages of EDSON based CDN,
DSON based CDN and SON based CDN.
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Fitratio percentages Ve mumber ofreducsts probability is higher and in worst case it may happ
o . I:mgbe;ofoﬂleoobiecti:20?00 that there is no requested content in a surro§atehe
S og | A e surrogate redirects the requests to other surreghss
En 80 RS have those contents or sometimes to the origineserv
g o itself.
z %0 L L
é jg 1 e Hitratio percentage in SON based CDN Rejec_tlon rate Vs number of requestsRejection rate
o ~# Hit ratio percentage i DSON based CDN is defmed as the_ percentage of dropped requesttodu
0 fEiiiZIiSﬁZiEZEIZEZiiéﬁ%ﬁﬁiﬂbiﬁ’i‘“m _service unavallablllty_. It depengls on the number of
0 - disruptions due to service unavailability in théwark.

Low rejection rate indicates that users experiemtire
high service availability. From Fig. 13, it is @bged
that QADSON based CDN has low rejection rate lesser
than 1.08% due to fault tolerant property of QADSON
which is very low compared to the rejection rate

Rejection rate Vs number of requests observed in EDSON based CDN, DSON based CDN
61 and SON based CDN.

Number of requests = 10°

Fig. 12: Number of requests Vs hit ratio percentage

CDN load vs total number of requestsCDN load can

be defined as the ratio of mean request arrival fiae.
number of requests arrived per second) and mean
service rate. From the experimental results, wendou
that when the number of requests increases in e, C
the CDN load always increases. But the increasesith

in QADSON based CDN is uniform and in between 0.6
to 0.7. It is also observed that the CDN load of
QADSON based CDN is always less than the CDN
——Rejection rate in SON based CDN =—Rejectionrate in DSON based C load of EDSON based CDN, DSON based CDN and

Rejection rate (o)
2

Number of requests x 10

—=— Rejection rate in EDSON based CDN——Rejection rate in QADSON bas¢ SON based CDN which is depicted in Flg 14.
Fig. 13: Rejection rate Vs number of requests CONCLUSION
CDNload Vs number of requests In this study, first we constructed QoS Aware
019 Dominating set based Semantic Overlay Network
s (QADSON) of surrogate servers to form the logical
% 07 o e ; infrastructure of CDN. Then we applied EFRRA
S 06 ’ content replication algorithm to disseminate thatent
é 05 1 among the surrogate servers in QADSON.
8: ] ~-CDN loadin SON based CDN We have conducted simulation experiments using
o | DN oad i DO pased CN CDNsim and analyzed the performance of EFRRA
01 | ~~CDN load in QADSON based CDN algorithm in terms of average replication time,ivksly
¢ e ——————————————— ratio in SON, DSON, EDSON and QADSON based
EEEGEIESITEIzIZEER CDN.

The effect of QoS Aware dominating set in SON
formation and how it was useful in reducing the
) redundancy, improving the efficiency and maintagnin
Fig. 14: CDN Load Vs number of requests fault tolerance were investigated. It is also obsér

that QoS aware dominating set based SON is useful i
Also in QADSON based CDN infrastructure most of keeping the mean response time stable and much more
the time the surrogates are able to serve the seg@® predictable and further noticed that Mean CDN btili
load is almost equally balanced among the surregateis uniform and above 0.95. We also evaluated the
so redirection probability is less. But in EDSON, performance of QADSON based CDN in terms of Size
DSON and SON based CDN request redirectiorof CDN, Latency, hit ratio percentage, rejectiotera
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