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Abstract: Problem statement: The global need for alternative energy source heessitated the
exploration of vast organic agricultural productthva view of processing them for the production of
ethanol in commercial quantity. To ascertain aanable production of ethanol from processed sugar
cane, a predictive model based on non-linearityneadf its production is imperative. This is due to
unavailability of sufficient reliable data and tivde yield fluctuation that was not well dispersmagr
time. Approach: This study employed heuristic technique to develapArtificial Neural Network
(ANN) model to forecast sugar cane production igedia. The input data set used includes the socio-
economic and agro-climatic factors affecting suggare production while the output is the actual suga
cane output for the period covering 1920-2005. Masihidden layers and processing elements were
tested giving rise to different Artificial Neuraldidvork (ANN) models. The performance of the ANN
models were measured using the Mean Squared BMSE), Normalized Mean Squared Error
(NMSE), correlation coefficient (r), Akaike's Inforation Criterion (AIC) and Minimum Description
Length (MDL). The contributions of the inputs teetbutputs were determined to know how variation
of the input variables affected the outpuResults: The 85.70% accuracy result of the best ANN
model of 2-hidden layer network of 4 Processingntélats (PEs) indicated the efficacy of Artificial
Neural Network in accurate predictioBonclusion: The developed ANN based model fits well real
data and can be used for predicting purpose wliigaaccuracy.

Key words: Artificial neural network, processing elements, fpanance measures, test, set data,
training set

INTRODUCTION capabilities, but when connected together, these
neurons forms the most intelligent system known. In
Recent advances in the field of Artificial the same way, artificial neural networks are madenf
Intelligence (Al) have allowed the development ofhundreds or thousands of simulated neurons called
effective, newer time series (Time Series (TS) isProcessing Elements (PEs) joined together the same
collection of time ordered observations, each agiadp  way as the neurons in the human brain.
recorded at a specific time (period) (Cortez al., Hornik et al. (1989) and Stephen (1994) have
2001)) forecasting techniques (different time serie shown that a neural network can approximate angrgiv
forecasting methods such as the Auto Regressiofynctional form to any desired accuracy level, ifilb
Model have been developed and used over the yeay§i, sufficient number of hidden layers. This is @s

(Raczyrllski, 2003)) ;{uﬁhh as bthe Artificial - Neural req it of complex connections that exist betwees th
Networks (ANNs), which has been receiving greatef,q.ons  Neural network learns from experience

attention lately. . . .

An artifigial neural network is an artificial acquwed_ from the past, by looking for patterns_tha .
representation of the human brain that tries taukite ga:a be'?r? _modteled d(;L somelt f?rm ﬁf relagonshlp
its learning process. It makes use of collectiofis o°€WEEN theINPULS and the result of each record.
mathematical models that emulates the observed Artificial neural network has the advantage over
structure and dynamics of the brain in order tousite traditional linear models in that it can represboth
its learning process (Pacific BNET Businesslinear and non-linear relationships and to learas¢h
Dictionary, 2009; Frohlich, 1996). The human brainrelationships directly from the data being modeled
consists of billion of neuron cells, each havimgited  (NeuroDimension Inc., 2002). On the other hand,
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traditional linear models are only limited to the production and process technologies, costs,
modeling of linear relationship among data. international trade issues, distribution and irtiuasture
Neural Networks are being applied to anissues and global oil prices are likely constratotshe
increasingly numbers of areas. They have been insed boom of bio-fuels. Some of the alternative sourée o
the task of scheduling airline flights, classificat of ~ fuel includes coal, cassava, maize and sugar cane.
radar clutter (Haykin and Deng, 1991), automatigea Sugar cane is a relatively hardy tropical and sub-
recognition  (Roth, 1990) and medical diagnosistropical crop which has been adapted to grow both i
(Moein et al., 2008), with considerable success. Theyhigh rainfall areas and in desert conditions inohfit is
have also been used in some forecasting tasksasich entirely dependent on irrigation. It typically ydel 50%
weather forecasting (California Scientific Software more sucrose per hectare than a beet crop in teteper
2003), power load forecasting (Benc, 1997), boncclimates. It thrives greatly in the northern andhsnather
rating and a host of other uses in defense, heaith ~part of Nigeria. The large land mass area cum ol
business. They are known to have produced the begensity of Nigeria promises the world a re-enactnoén
result to date in predicting secondary proteincitme  the global stand of the country in energy supply.
and some short-term time series prediction taske O The alternative energy source production
of the main problems of ANN is that it requires atechnologies are fully in place in countries likeaai,
considerable number of data to learn from. India, China, Bundaberg, Australia, South Africadan
many other parts of the world. The ECOWAS freedrad
Environmental issues in Nigeria: Environmental zone and the EU declaration on sugar production has
issues in Nigeria are most prevalent in the major o really challenged indigenous company like Dangote
producing area of Niger Delta (Shah, 2004). It is a Sugar Refinery to see to the production of whitgasu
area that comprises of 20,000 %nv0,000 krA of in Nigeria using Tate and Lyle’s technology (thegkst
wetlands formed primarily by sediment depositidgris| ~ sugar refiner in Europe). With proper technology in
also a home to about 20 million people and 40 difie  place, Nigeria stands to out-wit the current global
ethnic groups. This flood plain makes up 7.5% ofalternative energy supply giant-Brazil.
Nigeria's total land mass. It is the largest wetlamd To meet the global need for alternative energy
maintains the third-largest drainage area in Afrithe ~ source through ethanol using sugar cane, proper
Delta's environment can be broken down into fourplanning, forecasting and budgetary allocationsukho
ecological zones: Coastal barrier islands, mangrovée made by the concerned countries and companies.
swamp forests, freshwater swamps and lowland his research concerns itself with the forecastiig
rainforests. This incredibly well-endowed ecosystemsugar cane production in Nigeria.
which contains one of the highest concentrations of  Over the years it has been the concern of Nigerian
biodiversity on the planet, in addition to suppagtthe  government to attain the level of sustainability in
abundant flora and fauna, arable terrain that cates ~ agriculture products by making projections into the
a wide variety of crops, economic trees and morduture. Forecasting Sugarcane production is nataay
species of freshwater fish than any ecosystem istWetask due to unavailability of sufficient reliableate
Africa. The region could experience a loss of 40%tso ~ source, low level of awareness and wide yield
inhabitable terrain in the next thirty years assuit of ~ fluctuation that was not well dispersed over timae
extensive dam construction in the region. Theawareness has just been drawn lately in Nigeriazsnd
carelessness of the oil industry has also pretguitthis  such there exists few data to forecast sugar cane
situation, which can perhaps be best encapsulatead b production in the country.
1983 report issued by the NNPC in 1983, long perfor Thus a means of forecasting sugar cane production
popular unrest surfaced. As at December 12, 20@6, t using the right forecasting model remains relevahe
oil price has risen to $62 per barrel due to yautrest  non-linear nature of the data requires a predictioglel
in the Niger Delta area of Nigeria as reported Iy t such as Neural Network that is known to have resdrd

OPEC news. considerable success in predicting similar timeeser
The continuum consequential destructive effect oftasks.
oil exploration in the oil rich regions would far When compared to most crops, sugar cane appears

outweigh the advantages derivable from the proceéds to be particularly sensitive to changes; thereftire

such exploit in no time. Hence, countries andcontributions of the inputs to the production skioailso

companies around the world are aggressively loo&ing be determined to know which has the most effedhen
bio-fuels as a way to reduce their dependence upoproduction and to know the effect of having sonteoge
traditional fuels. But potential government poliie input values on the production.
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The objectives of this study are to know if anTable 1: Input's domain table

Domain

artificial neural network could perform very welh i Inputvariable

predicting sugar cane production output. If this isRainfall fc?cl)%wfzt%ooo mm %
feasible then model an artificial neural network to 1400_<1700 r?:nr? 3
forecast sugar cane production output. Above 1700 mm 4
Favorable market Favorable 2
MATERIALS AND METHODS Not favorable 1
Government support Very low 1
Mild 2
The data set: The data set consists of input _ _ Severe 3
factors/variables and an output variables. The tinpudcg:g:{g;’r and industrial l\)ﬁy low 21
factors/variables represent the socioeconomic gna-a High 3
climatic factors that influence the production leweé 4
cocoa. The input variables used are: Rainfall, fabkz o 5
market, government support, consumer and industriafareties 11993210‘119%1300 21
der_nands_, varieties and better farm_ practice. Tlpubu 1941:1950 6
variable is the sugar cane production output. Téka d 1951-1960 8
collection phase was carefully planned to ensuee th 1961-1970 12
adequacy of data, the basic principles at work are ig;ﬁggg %g
captured and that the data is noise free. 1991:2000 25
In order to get the best outcome from the network 2001-2010 76
model, the data has to be expressed in a detetiminis Better farm practices Very low 1
way. Therefore the domains of input variables shawn m'g:] 23

Table 1 were employed in the study. Vics -
. . issing values: 0
The proposed neural network was trained using
different set of data sets to get the best setatd that
will be a good representation of the conditiong tha
network might encounter later.

namely:

The neural network topology: The network topology
describes the arrangement/structure of the neural
network. Choosing the topology of a neural netwisrk
The data collected were divided into three partsa difficult decision (Principeet al.,

An

understanding of the topology as a whole is needed

before the number of hidden layers and the number o

e Training set: Used to build the model. 40 cases, _
which represent about 66% of the whole data, werdetermined.
used for the training

» Verification set: Used for the verification of the
network. 7 cases, which represent about 11% of th
whole data, were used

» Test set: Used for the prediction, from where the,.
prediction accuracy is determined. 14 cases, which
represent about 23% of the whole data, were used

Processing Elements (PEs) in each layer could be

Time-lagged recurrent network was used for the

work. The reason being not far fetched: the datagbe

odeled contains information in its time structure,,

ow the data changes with time (time series). Time-
lagged recurrent networks are very good in nonlinea
time series prediction, system identification and
temporal pattern classification. Time Lagged Resuirr
Networks (TLRNSs) are Multilayer perceptions thasha

their static Processing Elements (PEs) being reglac

During the training phase, the system adjusts ithy PEs with short term memories, such as the gamma,
connection/weight strengths in favor of the inpttat the Laguarre or the tap delay line. Multilayer
are most effective in determining a specific output perceptrons have been proven to be universal fumcti

The use of verification set in the study is anapproximators (Principet al., 2000). This means that
important guard against overtraining/over-fittinget they can approximate any input/output map. In otder
network. An over-trained network means the networkbuild and train the network, the input is delaygdLb
has lost its ability to generalize its outcomes.samples before being fed into the network andrpeti
Generalization is used to connote the ability oaral  signal without delays becomes the desired resp@ise.
network to perform very well on data it has notree input nodes were used in the chosen network’s
trained with. The generalization errors of the niede topology, which represent the input factors being
were observed and used to estimate the perfornmaince considered in the study. The block structure isashim
the model. Fig. 1.
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AW;(K) = yA Wy (K-1)-poE(K)

Input Hidden Output Where:
layer layer A layer > K = The learning rate

v v W ] v = A constant (normally set between 0.5 and 0.9)
Memory Memory Memory
| filter ‘ filter filter

For the study, different learning rates ranging
between 1 and 0.001 with the momentum term of 0.7
were used for the hidden layers and the outputlaye
Fig. 1: Block diagram of a time lagged recurrent The neural network uses the TanhAxon transfer

network function (Fig. 2). The TanhAxon is normally empldye
as hidden and output layers in Multilayer percaptro
topologies. The TanhAxon applies a bias and tanh()
function to each neuron in the layer, thus outpgtti
values within the range -1 and 1 for each neurdns T
hyperbolic tangenftanh) function is expressed as:

F(net) = tanh{ net)

The initial weights were started at random values.
The use of varied random starting weights on each r
could generate different outcomes; therefore five

! -1 independent runs were made on each topological mode
i I N in order to get the best result.
In order to get a feel of the performances of the
Fig. 2: A TanhAxon-with-bias type of transfer models and h.oyv_ difficul_t the problem is, the ANN
characteristic models were initially trained without the use ofth

cross-verification stopping criterion, until a well

Varied number of hidden layers and processingdeﬁned number of training epochs (set to 100Chia t
elements of the neural network topology were testedtUdy) has been reached. The learning then prdoged
as well, to find out the right combination of PEwla switching to cross-verification and obser\_/e_d L_Jthllda
hidden layers to solve the problem with acceptabld€an Square Error (MSE) for the verification set
training times and performance. These varied nusmbe'€C0rds no improvement after 100 epochs or the eamb
of hidden layers and PEs give rise to different sied  ©f the preset training epochs has been reached. An

The experiment was started with small number ofhcréase in the MSE suggests that the network has
hidden layer (0-hidden layer) and then increased®9un to overtrained which can leads to poor
gradually (growing method). The number of PEs wagJeneralization.

also varied in the course of the study from 1-5aspdo _
get the best performance network. Performance measures:The overall performances of

The control of the learning parameters is anthe models were ev_aluated by some forecasting
unsolved problem in ANN research as well as in2Ccuracy measures. Five performance measures were
optimization theory. The goal is to reach the optim USed in the study.
performance in small training time. The learning
parameters of the chosen network topology thanfit ~ M&an Squared Error (MSE): The mean squared error
the research study were studied to determine tse belS tWO times the average cost defined by the foamul
parameters’ setting. The conventional approachghvhi

was employed in the study, is to select the legrnine ZP:ZN:(d" Sy )
and a momentum term. Momentum learning is an MSE= 2=
enhancement over the straight gradient descenttsear NP

by imposing a “memory factor” on the adaptationisTh

had the advantage of fast adaptation, at the samge t Where:

reducing the probability of getting hooked at localP = Number of output processing elements
minima. Thus, we have the learning equation: N = Number of exemplars in the data set
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Yij
element |
dij

element |

Normalized Mean Squared Error (NMSE): This is

defined by the formula:

Network output for exemplar at processing Minimum Description Length (MDL): Rissanen’s

Minimum Description Length (MDL) criterion is

Desired output for exemplar i at processingsimilar to the AIC in that tries to combine the retd

error with the number of degree of freedom to
determine the level of generalization. The goatads
minimize this term.

It is also used to establish the generalization
capability of a model by combining the model’s erro

NMSE=__ P N MSE with the number of degrees of freedom. The ainois t
N N .
. deﬁ_(z q 2 have the least value for the term:
ZO% MDL(k) = NIn(MSE)+0.5kIn(N)
-
] Where:
\F/)Vhfr?\i ber of outout . | " K = Number of network weights
- umber ofoutput processing elements N = Number of exemplars in the training set
N = Number of exemplars in the data set, MSE. MearMSE

Squared Error = Mean Squared Error

d; = desired output for exemplar i at processing
element |

RESULTS AND DISCUSSION

Five different runs were made on each model on a
The correlation coefficient r: The performance of the Pentium 4 Intel MMX/2.5 GHz personal computer with
network output to the desire output can be measurell learning curves observed and the mean of thdtse
with Mean Square Error (MSE) value, but it doesn’t!@ken. These were done to get a statistical sowem
necessarily tell us the direction of movement efthvo ~ SINC€ the initial weights on each run are generated
set of data, hence the need for the correlatioﬁando.mly' producing different result_ln each run.
coefficient r. The correlation coefficient between Figure 4-6 and Table 3and 4 gives the summary of

network output x and a desired outout d is given b the model selection criteria results for the tnagnand
P P 9 Y the cross-verification of each of the different ralsd

S (%, -3)(d 3 considered.

X; —X)(d, -

4 Result of prediction and accuracy of result:When

r= N the performance of the network was gauged using the
\/Z(di —d)z\/z (x = X)? test data sample, the result of Table 2 was oldaine

i i By using the Sum Squared Error (SSE), Root Mean

Squared Error (RMSE) and percentage accuracy

formulae:

It is the ratio of the covariance between the tnhpu

N N

and desired data over the product of their standard SSE=ZL &, RMSE= |SSE and
deviations. = L
The correlation coefficient ranges between [-1, 1] Accuracy (%)= (RMSE x 100)
The goal is to have the value of r close to 1 &sibte. X
Akaike’s Information Criterion (AIC): It measures 80071 Demdmpma“daCtuaL“?,;;Zﬁi;fm
the tradeoff between training performance and the s 700 + A e Production output
of the network. The aim is to reduce this term ¢t @ 600 1 \ / \
network having the best generalization. The term is _ soo..-----_./-\-'a,f, R
given below: Za00b. N/ N
“ 300l T -
AIC (k) = N In(MSE) + 2k 200 1
100
Where: T T S S A R
K = Number of network weights Exemplar
N = Number of exemplars in the training set

MSE = Mean Squared Error Fig. 3: Inputs contributions to the output
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0.7 . Table 2: Table of desired output and actual netveortiout
| Training o Production desired output Production actual output
LT e =1 standard deviaton 401.50 497.122468
& 0.51 s=++++ - 1 standard deviaton 341.00 504.488244
= alidat 403.30 490.960426
1 ~——— Cross validation
) 0.4% . 620.00 499.524353
;; 0.3+ -=----- =1 standard deviation 348.90 482.699990
o8 - 1 standard deviation 628.00 497.699111
9.2 705.00 466.404457
1 L A it 409.45 510.186588
P o I s R e L P L 370.00 501.281548
' . T LT T T ) e S 387.00 503.039333
1 100 199 258 357 456 595 694 793 892 991
Epoch 358.00 504.087936
400.30 496.702056
343.70 495.206139
Fig. 4: Average MSE with standard deviation 398.00 498.650450
boundaries for 3 Runs
Table 3: Table showing training and cross validatbmodels
0.2t Cross
J— . Training Cross validation
- Run #: Training standard validation standard
0.2 Run #: All runs minimum deviation minimum deviation
Run #! Average of 0.001835786 0.000203261 0.044595765 062358
w 0.1 minimum MSEs
0 Average of 0.001835786 0.000203261 0.064429906 5932384
= 0.1- final MSEs
' Best networks Training Cross validation
0.0t~ Run # 1 3
| Epoch # 1000 7
o — Minimum MSE 0.001699405 0.033653597
1 100 199 298 397 49 595 69/ 793 892 991 Final MSE 0.001699405 0.035839224
Epoch
Table 4: Performance measures
Fig. 5: Training MSE Performance Production
MSE 18174.777360000
NMSE 1.362658573
0.7, — Run#1 MAE 129.474804100
- . Min Abs error 87.660425720
0. Run # Max Abs error 238.595543100
0. Run#: r -0.490917260
0.4 .
o More of the output graphs and results are shown in
= 0.3 the Fig. 4-6 and Table 3 and 4.
0.21
CONCLUSION
0.1-

‘F

1 10C 19¢ 29¢ 397 49€ 59t 694 79 892 991
Epoct

Fig. 6: Cross validation MSE

Artificial neural network was used to get preditte
output from the actual output data used to traia th
network. Different result was derived using artdic
neural network by training the network with the adat
and the network learn from the data trained witimdpr
the desired result of sugar cane production. Soehat

Where the error of a forecast is given by thethat has the nearest margin between the actual and

difference between actual value and the predicsddey
L is the number of forecast and X is the mean tifiac

desired output was selected. The contribution ef th
input variables to the output was determined tovkno

values, the percentage accuracy 83.7% was archived. the contribution of each input to the output.

The result gives trend accuracy of 94.81% which is

The ANN result was also compared with the

an indicator of how the predicted productions movestatistical based model based on their percentage

with the actual productions. The trend is depidtethe

graph of Fig. 3.

accuracy. These results confirms the result frortieza
study that shows that no simple structures without
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