Journal of Computer Science 6 (4): 392-405, 2010
ISSN 1549-3636
© 2010 Science Publications

Prosody M odification of Standard Arabic Speech Using Combining
Synchronous Overlap and Add With Fixed-Synthesis Algorithm and
Multi Level Discrete Wavelet Transform

YYkhlef Faycal 2Bensebti Mesaoud artBendaouia Lotfi
Multimedia and System Architecture,
Center of Development of Advanced Technologiesjekig Algeria
’Department of Electronicklniversity of Saad Dahleb, Blida, Algeria

Abstract: Problem statement: The objective of prosody modification is to charthe amplitude,
duration and pitch (@ of speech segments without altering their speemnaelop. Applications are
numerous, including, Text-To-Speech synthesis,sftamation of voice characteristics and foreign
language learning. Several approaches have beatoged in the literature to achieve this goal. The
main restrictions of these latter are in the madiion range, the synthesized speech quality and
naturalness of spoken language. The latest researdles provide evidence that the first Formagy (F
and K are dependent; suggesting that in order to predeigh quality and naturalness of the speech
signal, any change to one of these parameters Ineuatcompanied by a suitable modification of the
other.Approach: This study introduced a prosody modification metiiging combining Synchronous
Overlap and Add with Fixed-Synthesis (SOLAFS) aigoon and a multi level decomposition based on
Discrete Wavelet Transform (DWT) to overcome theitiations cited above. It used Standard Arabic
(SA) sounds. For a purpose of comparison, two teci®s based on frame by frame processing were
proposed. The first one consists in a pitch synotus processing of thehapproximation level time
segments used in SOLAFS algorithm. It was aimeahadify the prosody of the input speech without
affecting the spectral envelop. The second oneoesplthe correlation between Bnd R in the
corresponding approximation level of SA sounded modified duration and bothyland k scales. It
was based on a re-sampling method using FFT intgipn. The use of multi level analysis was aimed
to provide independent control over the spectraklape. In both techniques, the decomposition level
depends on the chosen sampling Frequengy. (fr, marking was based on multi level peaks
comparison. Both techniques use an automatic spekesisification algorithm based on modified
version of the Johnson algorithrResults: The performances of the proposed techniques were
evaluated by listening tests using sentences inaBguage sampled at ag &f 16 kHz. It was found
that manipulation in the third approximation lewdl F, in conjunction with the local JFimproved
significantly the naturalness of the modified sgeeompared to the classical prosody modification.
Conclusion: This improvement was most suitable for high geales from the fact that speaker
generally increases, las they increase theig.F-urther, the technique can be used in the maatipul

of the remained formant structure.
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INTRODUCTION Speech Synthesis (TTS), transformation of voice
characteristics, foreign language learning but alstio

The purpose of prosody modification is to changemonitoring or film/soundtrack post-synchronization
the amplitude, duration and pitch ofFof a speech (Moulines and Laroche, 1995). For instance, in &TT
segment without affecting the timbre of the speakesystem, it is necessary to modify the durations Bnd
voice. Amplitude modification can be easily contours of the basic units in order to incorporthie
accomplished by direct multiplication, but duratiamd  relevant suprasegmental knowledge in the utterance
Fo changes are not so straightforward (Ykhéefal.,  corresponding to the sequence of these units
2008). Applications are numerous, including, Tert-T (Yegnanarayanet al., 1994).
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For this purpose, a number of algorithms have beeBOLAFS is obtained with high quality, but it depend
proposed in the literature. It appears that moshese mainly on the proper choice of the algorithm
algorithms can be viewed as slight variations efreall ~ parameters (Juet al., 2009). The algorithm is well
number of basic schemes which are parametric anguitable for real time implementations using latigee
non-parametric methods (Moulines and Laroche, 1995)caling factors (Hejnet al., 1992).

In parametric methods, parameters of the speech The basic PSOLA method consists of deriving
production model are estimated and used in theitch synchronous analysis windows, using riarks
modification and the synthesis stages. As an exampl(Rao and Yegnanarayana, 2006; Huetgal., 2001).
Source Filter Modeling (Ykhlefet al., 2008) and Analysis windows are obtained by direct multiplioat
Harmonic + Noise Model (HNS) (Larocleeal., 1993). of the speech signal with hanning window typicaily
Non-parametric methods are closely related to théength two or four pitch periods that are centeaeslind
speech production models, but the parameters skthethe K marks. The § modification is achieved by
models need not be estimated directly. These methoa¢thanging the time intervals between thg mRarks.
operate directly on the waveform to incorporate theDuration modification is achieved by either repagtor
desired prosody information. As an example, theee a omitting the speech windows.

Synchronous Overlap and Add (SOLA) and pitch The PSOLA method suffers from amplitude,
synchronous overlap and add (TD-PSOLA for timespectral and phase distortions due to direct
domain PSOLA and FDPSOLA frequency domainmanipulation of the speech signal. The positiorFof
PSOLA) (Moulines and Laroche, 1995). Other marks determines the quality of the modified speech
variants of the previous methods have been devdlopeHowever, the determination of these positions isano
For example, Linear Prediction-PSOLA (LP-PSOLA) trivial problem and could be difficult to implement
(Edgington and Lowry, 1996) and SOLA with Fixed- robustly in real-time (Moulines and Laroche, 1995;
Synthesis (SOLAFS) (Hejnet al., 1992). Basically, Schnell et al., 2000). In addition, the gFand time
SOLA and SOLAFS are limited to Time Scale manipulation differs from one region to another
Modification (TSM), however, the TD-PSOLA and LP- (silence, voiced, unvoiced, transient and mixed
PSOLA can modify both time andBcales (Jumt al., regions) (Schnellet al., 2000), which means that
2009). The FD-PSOLA is used only for-6cale segments classification is a crucial task in thethod.
modification. PSOLA approach does not handle well voiced

The standard implementation of SOLA methodfricatives that are stretched considerably because of
consists of dividing the input signal into overlagp  added buzziness (repeating segments induce pétjodic
segments of fixed length starting at an analysigimt. In gt the high frequency that was not present in the
the second step, these overlapping segments dtedshi original signal) or attenuation of the aspirated
according to a given time scaling factor. Then the;omponent (Hunget al., 2001). Further, transient
similarities in thg area _of the overlap intervga.IEfa a signals (stops sounds) should not be modified erau
searched for a discrete-time lag of maximum siiylar eir gilatation is perceptively disagreeable (Rest
using a cross correlation function. At this poitie 1998). The marks in the unvoiced segments are ajiyner

overlappi_ng blocks are weighted by a fade-in anté{a equidistantly placed (Peeters, 1998; Hehgl., 2001),
out functions and summed sample by sample (Rouc : . e .
ey are used in duration modifications by repeptn

and Wilgus, 1985). The main drawback of the metisod 2 . :
that the amount of overlap of theé"rsegment between omitting the corresponding segments according to a
time scaling factor. Buzziness appears in unvoiced

the analysis segments and the output signal vauiids : .
sounds when larger time scaling factors values are

the point of highest cross correlations, where nibea . S . .
fwo segments may overlap in certain regions (Heja, applied, due to the regular repetition of identicgdut

1992). As results, the quality of the output spesithbe ~ Segment. It is preferable to use other approaches i
seriously affected. these regions such as granular synthesis technique
To avoid problems related to the use of SOLA, the(Schnell et al., 2000). LP-PSOLA is theoretically

SOLAFS algorithm was proposed. Since the use of &ore suitable for §-scale modification, because it
dynamic synthesis interval is the major problemprovide independent control over the spectral
encounteredyith SOLA, SOLAFS constrained a fixed envelope for synthesis. It is based on the priecifl
synthesis interval. The calculation of the cross residual excited vocoders (Moulines and Laroche,
correlation is adapted so that the point of maximuml995; Rao and Yegnanarayana, 2006).

similarity is applied to the analysis signal, rattiean Several approaches are available in the literature
on the synthesis one. The modified speech sigrajus for time-scale, pscale or both time andBcales
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modification (Rao and Yegnanarayana, 2006;is modified according to Jmodification by a Vector
Muralishankaret al., 2004; Kumar and Jain, 2006). Quantization (VQ) codebook mapping technigue.

They differ in the amount of computation needed, Based on these assumptions, in this paper, two
modification range and the modified speech qualitytechniques for prosody modification of Standard
Muralishankaret al. (2004) and Rao and YegnanarayanaArabic (SA) speech are proposed to overcome the
(2006) respectively, performefscale and ftime-scale limitations on the modification range, the
modification in the residual domain. The residualsynthesized speech quality, intelligibility and
manipulation is likely to induce less distortion ihe  naturalness. The proposed techniques are based on
speech signal. The oF marking in (Rao and Combined version between the well known SOLAFS
Yegnanarayana, 2006) was based on the instants 8tgorithm used for TSM of speech and a multi level
significant excitations using the property of agergroup- decomposition based on Discrete Wavelet T.ransform
delay of minimum phase signals. Muralishankaral. (DWT). They are able to manipulate both time and

(2004), use the autocorrelation function fgmearking. Fo-slcal_e§ fof Ia:jg? valuqcsj. _Tdhe us(tje 0{ muiti@'Ievel
The R-scale modification is done in both approachesana ysIS IS aimed to provide independent contr@rov

. . : : : . the spectral envelope.
by interpolating the residual signal using the Dese . . . - .

. The first technique consists of dividing pitch
Cosine Transform (DCT) (Rao and YegnanarayanaS h Ivsi ind f the t
2006). Duration modification in (Rao and yne rc_)nOltJ_S :I:ma?/&s V\:n ows rorrt1 ed m
Yegnanarayana, 2006) is performed by repeating O?%pl_rzﬁgallon_hevel .(A“) m:je iesg]cr)nfgpss lfl_sﬁ n
omitting the speech segments. Kumar and Jain (200 ; algorithm. t_|s name L‘ﬁ\'_ - The
perform R-scale modification using the maximum f the input speech is shifted using overlap and ad

modulus of Continuous Wavelet Transform (CWT).Principal according to &=marks without affecting
The results of fshifting seem to be more promising in @d _ the  remainder  spectral envelop. Duration
the residual domain by providing independent cdntromedification is performed by SOLAFS algorithm in
over the spectral envelope. order to reduce buzziness that could appear inioesgo
Although the large existing prosody manipulationSOUNds using the overlap and add principal.

methods have achieved high level of intelligibiitis tf-:— hle STCO”d one aims at_m‘t’d“‘ty'”g d“ra“or} and
problem still attracts the attention of researchers oth local Iy an R of the ins antaneous analysis
especially because of the limitations on thesegments used in SOLAFS algorithm at a multi level

dificati dth | f the tiesl decomposition, and exactly at their frequency band
modification range and the naturainess of the beg . existence namely from O to 1 kHz for the SA sounds.

speech. Current methods promise reasonable voiGgpiores the correlation between these two entities
quality and naturalness for not more than 1 octavgneijr frequency bandwidth. The End F manipulations
modification rate, remarking that the quality are done by re-sampling the time portions of tH& m
degradation is noticeable for large scales. On¢hef |evel approximation according to, Fnarks. Thus, §
reasons for this degradation is the assumption of and R are only scaled on the desired frequency band.
constant magnitude spectrum. However, the opposit&his technique is named"htevel approximation pitch
has been shown to be true (Kain and Stylianou, R000re-sampling SOLAFS, APR-SOLAFS

An increase of § was observed to cause a vowel Both techniques do not need markers in the unvoiced
boundary shift or a vowel height change (Hirahara,region for time scaling operation since it is perfed

1988). Additionally, an analytical study showedtttie ~ USINg_the SOLAFS algorithm. However, segments
overlap of natural vowels in formant scatter plots classifications are needed and are based on aigwdif

be normalized using oF information (Kain and John_son algorlth_m to detect silence (suku:n), \dice
. unvoiced, and mixed SA sounds.
Stylianou, 2000).

. . The decomposition level depends on the chosen
Syrdal and Steele (1985) provide evidence that thgampling frequency @ In this study, it is fixed to

Fi and f are dependent; suggesting that in order t0j6 kHz, thus the desired frequency bandwidth betwee
preserve a high quality and naturalness of thectpee o to 1 kHz, corresponds to the third approximaterel
signal, any change to one of these parameters lbeust and it is retained for both techniques.

accompanied by a suitable modification of the ather The instants of excitation (marks) are extracted at
addition, they found that speakers generally irsgeg  local instants based on the"napproximation level

as they increase theip.FSuch an approach is adopted peaks comparison and allocations, according to the
in (Tanaka and Abe, 1997), where the spectral epeel local pitch period.
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MATERIALSAND METHODS The phonetic frame work in this study is that loé t
International Phonetic Alphabet (IPA) as used \witthie
California University Phonological Segment Invegtor
Database (UPSID) (Aissiou and Guerti, 2009).

The SA is characterized by three phonetic
lassificati In th t point. it lains. theai phenomena which are the presence of the emphatic
classilication. Tn the next point, it expiains N consonants, the geminate ones and by the presénce o
steps of the SOLAFS algorithm used in TSM and focugpe gottal, pharyngeal, velar and uvular onesecall
for the most part on the practical implementation.pack consonants. It possesses eight back phon@nes.
Finally, the automatic methods of, Fnarking and  the neighboring emphasis consonants, all Arabic
modification of SA sounds proposed in this studg an yowels are strongly influenced. The germination
used for both techniques AMPSOLAFS and ALPR-  corresponds to the consonants production with given
SOLAFS are described. energy concentration. At a phonological level, st i

important to note that in Arabic the geminated segts
Standard Arabic sounds description: Arabic is a  ¢an never occur at the beginning of the word. Trteee
Semitic language and, is one of the oldest languiaye Arabic consonants can pe gemlnated_ except theablott
the world. Currently, it is one of the most spokenStoP consonant [?] (Aissiou and Guerti, 2009).

languages in term of number of speakers (Alotaitdl a It is well known that the.spectral maxima and the
Hussain, 2009). There are several Arabic dialewes o fundamental frequency of voiced speech, i.e., foitia

the world of Arabic countries. This study focusestoe ~ @1d Fo respectively play an important role in the
characteristics of the SA sounds. !dentlflcqnon (_)f speech s_ounds and_ gender. The_ts-ne
The SA is composed of twenty eight phoneticallynformation is used in analysis, synthesis and
distinct consonants phonemes, 3 short vowels (8, u, récognition of speech signal (Huregg al., 2001). In
which contrast phonetically with their long couparts ~ 9eneral, & varies from 70-250 Hz for men, 150-400 Hz
(a:, u:, i0) and six corresponding variants of gfert for women and from 200-600 Hz for children whiclais

and the long vowels in emphatic context (Aissiod an large bandwidth of variation for the majority ofeth
Guerti, 2009). The silence in SA is called (sukual) ~ SPoken language (Ykhledt al., 2008). On the other

the Arabic vowels are oral and fully voiced. Thenc hand, there is no reference study in the literatlreut

be nasalized in the nasal consonants context. TH@rmants evaluation of SA sounds in continuous spee
difference between short and long ones isHowever, several studies have been reported for

approximately double. The relative duration of shert ~ €valuating the formantic assessment of voiced SA
vowels is from 100-150 ms. With the long onessit | Sounds (Al-Ani and Salman 1970; Newman and

from 225-350 ms (Al-Ani and Salman, 1970). The Verhoeven, 2002; Mansour, 1998; Ghazeli, 1979;

characteristics that form a vowel are relativelyreno Be€lkaid, 1984; Abou, 1994).

prominent and stable than consonants. Generally, Néwman and Verhoeven (2002) present a
consonants have less energy than vowels. comparative study of several formant assessments of

The SA phonemes classification is based orPA vowels where they estimate the average values of

physiological speech parameters that consist oh botthe first and second formant of the six vowels. &or

horizontal and vertical places and various mannérs PUTPOS€, we have estimated the two first average
articulations. formantic frequencies of the SA sounds for male and

The twenty eight consonants are classifiegfemale spgakers using a corpus composed of several
physiologically as: sentences in SA continues s_peech. The corpus kespo
by native Arabic speakers in low noisy environments
) o ) The phonetic phenomena of SA are taken into account
*  Thirteen fricatives: unvoiced€[, [B], [X], [sI, [l in this corpus. The Fs is fixed to 16 kHz. The fants

This text begins by presenting the main
characteristics of the SA sounds especially itmortic
structure. Then it presents the technique useddond

[S]*, [f]). voiced ([z], [D]*[¢], [v], [h]) _ trajectory is estimated using Linear Prediction i@gd
*  Eight stops: unvoiced ([?], [k], [a], [t]). voicefd],  (LPC) spectral envelop based on Consonant-Vowe) (CV
[b], [t*], [d*]) context of the six vowels of SA with conjunction ab
+ Two nasals: voiced ([m], [n]) consonants. The estimated average values are in
»  Three sonorants: voiced ([y], [w], [r]) agreement with the results found in (Newman and
*  One thrill: voiced [I] Verhoeven, 2002). The mean values of all studies ar
* One affricate: voiced [dZ] reported in Table 1. The average value of(&d the
expected modified ones for frequency scales lessaal
Where, (*) denotes an emphatic consonant. to 2) is always included in the bandwidth 0 to 1zkH
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Table 1: Mean values of SA vowel frequencies (Hz)

I | u: u a: a

F F F F F F F F R F R P

332 2115 395.8 1872 338 992.8 393.3 1053.93.14 1180 460.5 1300

This result will be used ingFscale manipulation in
order to shift the spectral envelop in the freqyepand
existence of Fand K of voiced SA sounds for high
naturalness §scale modification.

Sounds classification by DWT: Sound classification is
defined as the process of finding the boundariea in
natural language between words, syllables or
phonemes. The sound classification is an important - I s
problem for number of fields in speech processing.
However, in order to perform classification, onesinu E
consider the acoustic characteristics of the spoken
language under study (Al-Maniest al., 2009).

Consequently, an efficient, accurate, automatic an
simple technique is needed to accomplish this dibjc

ig. 1: Three stage multi level decomposition

ince in this study Fshifting is based on DWT, the use
f Johnson (1996) algorithm which is able to detect

" . . clearly voiced, unvoiced and mixed sounds with some
The traditional approach to tackle this problem is y

; modification in the algorithm parameters accordiog
manual segmentation of speech, usually performed b%e SA sounds is preferred. Further, the use of the

s_peuallzed phpnet|c_|ans. This methqd is based .Oglgorithm with conjunction to an automatic /suku:n/
listening and visual judgment on rgquwed. bqundarle detector based on entropy computation of the time
(Lee et al., 2003). However, in this application, an segments is also proposed

automatic technigue able to classify the main abous Wavelet Transform (WT) has been intensively

regions dOff.SA. speech,d namely/suku_:n/a unvqic%dused in various fields of signal processing. Unlike
(unvoiced fricatives and stops), mixed (voiced g iar cosine and sine transforms, the WT has the

fricatives) and fully v0|c_ed sounds_ (vowels, nasal_s advantage of using variable size time-windows for
sonorants and affricate) is needed in order to fpodi yito oy frequency bands. This results in locdlma

only Ry at the voiced parts. Furthermore, in continuesfor both time and frequency si@neously

speech, it is very difficul to o_letect with accuyasl the Consequently, WT is a powerful tool for modelingino
acoustic phenomenon of a given sp0!<en Ian_guage. stationary signals as speech that exhibit slow teaip
Many techniques were r(_aported_ in the literature fq variations at low frequencies and abrupt temporal
automatic sound classification (Aissiou and Guertl,changes at high frequencies. The use of WT in $peec
2009; ~ Johnson, = 1996). ~The voiced/unvoicedgyassification and pitch marking was guided by éhes
classifications have proved to be well suitable rieal proprieties. An efficient way to implement this eafe
time application. In essence,_these techniquebased _ using filters was developed in 1988 by Mallat (1989
on energy and zeros crossing rate or autocorralatio  The Mallat algorithm is in fact a classical scheme
functloqs. The d|ff|cult|es_|n using these techmquare. known by the signal processing community as a two-
in setting the appropriate thresholds. A practicalchannel subband coder (Strang and Nguyen, 1996).
solution was proposed in (Ykhle# al., 2008) for  This practical filtering algorithm yields a Fast et
automatic determination of thresholds for both gero Transform (FWT) or what is called multi level
crossing versus energy computation and autocamglat analysis. A typical multi-level analysis for the DVis
function and has given good results. Further, éttheen depicted in Fig. 1. The decomposition filtefs,andh,

proved to be suitable for source filter modelingWere adopted to split the input speech signal fni

applications (Ykhlefet al., 2008). However, for high ,
quality prosody modification, a technique for clgar overlapped and equally spaced frequency bandssat fi

detecting silence, voiced, unvoiced and especialljeVel: whereh, is low-passed and, is high-passed.
mixed sounds is needed to classify the segmentiseof Then, decimate each band by a factor 2, such that
speech signal. The previous two techniques shovesonspectrum of each band is expanded to fill up tHe fu
difficulties in automatic detecting of mixesbunds. frequency scale (Mallat, 1989). The frequency baards
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shown in Fig. 1 as normalized form, wheteenote the
Nyquist frequency. Consequently, the signal lengjth
the low pass and high pass output filter is onllif b&
the original one. The splitting, filtering and deeition

The details energy is obtained by replacingo
D; in Eq. 4.

Assuming that, the whole energy of the"m
segment is equal to the sum of the approximatiah an
can be repeated on the scaling coefficients to tiiee detail coefficients energies, which represents 100%
idea of multi level analysis. This results in a hig the percentage of the energy concentrated in level
frequency resolution in low bands and low frequencyapproximation coefficients is less than 30%, the
resolution in high bands. The scaling coefficieats ~ segment is classified as unvoiced. If the percentsiy
given as follows (Popescu, 2001): the energy in level one approximation coefficieists
between 30 and 97%, the segment is classified xsdmi

A =SA. (DR (2k —¢ 1 one. Finally, above 97% the segment is classifisd a
i(k) Z,: 1 ONof ) @ voiced. The thresholds are obtained with practieats
using the SA corpus. The processing was based on
D,(K) =ZA,-_1(f)ﬁl(2k‘f) @) overlapped segments as explained above. The chbbice

the Daubechies filters order is fixed in this studyl5,
which represents an average value suitable for DWT
and are called respectively thé dpproximations and classification. Figure 2 represents the classiticatesults
details coefficients, wheteand/0Z . obtained by using the SA context /ahi/ extractethfthe
The approximations coefficients are the high-word /wahia/ (she is). The speech signal (speegh) i
scale, low-frequency components of the signal. Theepresented in red color and the continues classidin
details are the low-scale, high-frequency compagent (class) is in black. The first segment (1) whicledgial
The decomposition filter coefficients play a crucia to one represents the interval of the firetvel [a].
role in a given DWT and have to satisfy
orthonormalites and a certain degree of regularity.
Several set of filter coefficients can be found in

(Strang and Nguyen, 1996). This application uses
Daubechies filters which give best results compared
with other wavelets.

In the classification process, the SA speech signa
is fragmented into m overlapping segments, of fixed =
length N; each segment being samples apart, where
S, represents the step size. The algorithm starts by
computing the nonnormalized Shannon entropy (En)
of the n{" segment (xan) as shown in Eq. 3:

mplitude

En(xan)= il xan(ij log(xan(® 3)

where, xandenote the'l sample of the xan segment.

Assuming that, the discrete samples of the speecl
signal are normalized between -1 and 1. Th
segment is classified as /suku:n/ if its correspagd
entropy does not exceed 0.1, which means 1% of the
normalized amplitude. In the second step, we comput
the energy (En) of the level one approximation and
detail coefficients as shown in Eq. 4:

Amplitude

M-1
En(A)=> A () 4)

i=0
Where:
Aj =The " approximation coefficients of the xan

segment
M = Its length which is supposed to be half of N
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The second one (2), which is equal in this case.5o | Wiens ]
represents the interval of the voiced fricative. [h] | ° 1
Acoustically, it denotes a mixed portion betweeiced l—— w—>|eKw-.|

and unvoiced sounds. The latter segment reprefiants

second vowel [i] from the previews context. Figie }(* Sa—ﬁ%sa—*ﬁsa—»kf Sa —>‘

represents the classification of the unvoiced fiieg[s] "':Kmax(' —)‘K \4«? —>[Kmue
(1) and the vowel [a] (2) from the context /sa/, ‘ ma: : ‘

extracted from the word /tusadu/ (she help). In Fig. 2

and 3, the segment length and step size are fixec Input speech
respectively to 560 and 160 samples for arduals to
16 kHz. | | |
. L . ) S, —> S; — S, —> Ss_){

As a conclusion, it is verified practically thatet |(_ " ) )
classification of Arabic sounds using the SA corpus 7 7
well established with minimum errors classification % /ﬁ

'}h”" }é Output speech

Time scale modification: The TSM of speech signal is ~ — w—|
performed using the SOLAFS algorithm. Thus, the

main steps of the algorithm are explained in detail Fig. 4: lllustration of SOLAFS (time compression)
For the most part, this study focuses on the pralcti

implementation and the main parameters used fag tim  The output speech y(n) is reconstructed recunsivel
and R-scales modification More details about the with the following:
algorithm can be found in (Hejmal., 1992).

SOLAFS is an improvement of the SOLA method y(mS + n)~
described in (Roucos and Wilgus, 1985). It usegealf + W-
synthesis interval to constraint the problem ofnisegts {:(rz)n);(mi R ::\?V ’Ww—ll ©
overlap related to the use of a dynamic synthesis‘ ™ v
interval by the traditional method. It is more eiint Where:
then SOLA and provides greater flexibility in the .

choice of parameters. Further, the ComputationaYv"V: W-S = ;I'eréeiorr:umber of points in the overlap
requirements and costs are simplified. It provides _ A : _
robust TSM compared to the SOLA method. b(n) - g‘!ﬁ'r%TTg function (fade in) such that

In accordance with SOLAFS algorithm described
in (Hejnaet al., 1992), blocks of the input speech signal
referred as analysis segments (Eq. 4), are takem at
average rate of Swith each starting allowed to vary
within limits and an output signal is reconstructesihg
a fixed inter block offset Si.e., the duration of overlap
with the existing signal with each segment to bdead

As it can be seen in (Eq. 5), laffects the starting
position of the input segments. It is determined by
similarity measure using the normalized cross
correlation between the input and the output in the
region of overlap defined in (Eq. 7a and b):

?s fixed_. This is done by searchi_ng for s_ggmenti_hef t =k, +(S,-S,) (fOost <K,
input signal near the target starting position,m&ich
are similar to the portion of the output signalttiaail K, < . (72)
overlap when constructing the output signal (Fig. 4 max R, (k) otherwise

The analysis segments are chosen as follow: 0 k<K o
xm(n)={x(m§a + Kk, +n) n O\N— : 5) Where:

otherwise w1
D x(mS, + k+ i)y(m§ + i)

Where: R™, (K) =<2 T 7b
W = The segment length 1) x3(mS, + k+i) Z y2(ms + i)P° (7b)
km, = The number of samples of shift i=0 i=0
x(n) = The sampled speech signal Os ks K
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and K. is the maximum allowable shift from the place of marks. Although several algorithms for
initial starting position of the analysis segmefhe  determining GCI exist (Cheng and Shaughnessy, 1989;
variable k;, is initialized by zero (k= 0). Moulines and Francesco, 1989), results are not
Basically, the implementation of SOLAFS algorithm sufficiently precise to perform automatic pitch kiag.
starts by extracting the "rhead vector p.qof length  Some human assistance is thus required to comecse
Wheaa= W + Ko €ach Sinstant. This vector is obtained As an example, for vowels GCI are supposed todfall
from the input speech signal in order to extraet ' the first negative peak of each period and pitchking
analysis segments,fn) of fixed length W (Fig. 4). should select among the minima those which correspo
According to k, only W samples from the analysis to GCls. However, considering the nature of speech
input head vectorx,qWill be allocated to the analysis signal, it may be wiser to select maxima instead of
Xm(n) segment and will be used in the outputminima when it is found that,Ffmarks are more reliable
reconstruction. The head vector is very importardur ~ on that way (Laprie and Colotte, 1998). Furtherm&se
technique and bothgFmarking and shifting rely on it. marking and scaling seem to be more promising by
The time scale factor is defined as: providing independent control over the spectral
envelope. For example, marking and modification of
local pitches in the LPC residual domain.
8 In this application, the independent control oer
spectral envelope (second, third, fourth ... formpigs
erformed in the Wavelet domain, Fnarking and
hifting are manipulated in the frequency band
existence of the original oFand K of voiced SA
sounds. As mentioned earlier, these two latter are

'n
I
BRG]

When F is unity, the speech is unchanged, when
is greater than one, the speech is time compresseéd
when it is less than one, the speech is expandgg. K
must be chosen to be larger than the largest esgbect

pitch period in the input speech to avoigfRacturing. included i.n the bandwidth between 0 and 1 kHz.§5inc
In this application and for fixed sFof 16 kHz, the speech signals are sampled at anoF16 kHz, this

preferred choice of K is set to 200 samples. The frequency band relies within the; Approximation level

segments length and overlap respectively W ang W Of the original signal. Thus, the remained detelg (1-

are optimized by listening tests as 400 and 20(pkesn 2 kHz), D, (2-4 kHz) and B (4-8 kHz)) will be
unchanged.

Pitch manipulation: At this level, the automatic oF The proposed dzhr-narklng.technlque relies on the

marking and modification of SA sounds proposed inféconstruction of théjapprOX|_mat|on level _of the head

this study and used for both techniques,MSOLAFS  VECIOT Xeaa The approximations at the" jlevel are

and ALPR-SOLAFS will be described. In fact, the characterized by the same length as the input bBpeec

proposed techniques rely on the reconstructioheft ~ Signal. However, the approximation coefficientsgtén

approximation level of the thhead vector .4 Thus, obtained using the structure in Fig. 1 has hal§tlerof

at first, the choice of multi level decompositioased  the original one. In fact, it is possible to redoust the

on DWT in R-scale modification will be justified. approximations and details themselves from their

Then, in the second point, the main steps forcoefficient vectors using the reverse process of

reconstructing the approximations and detailsdecomposition as described in Fig. 5.

themselves from their coefficient vectors are gjven

followed by a technical description of, Fmarking.

Finally, a detailed description of the proposed F

shifting techniques is given.

Pitch marking based on multi level decomposition:

Fo marking is an important task in speech modifiaatio
The quality of the modified speech depends maimy o
the positioning of the corresponding marks. Thage
must be positioned pitch synchronously with the esam
place within the period (Laprie and Colotte, 1998).
Glottal Closure Instants (GCl), i.e., the point wh¢he
vocal track system is excited, is generally chasethe Fig. 5: Three stage multi level reconstruction
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In the reconstruction process, the approximatiorby the fragmentation of the input signal into m
and detail coefficients at every level are upsachflg  overlapping segments of fixed length .8 each
two, passed through the low pass and high passegment being.Samples apart, where thd"megment
synthesis filters and then added. This process isorresponds to the input head vectgr.4n) used in
continued through the same number of levels akdén t SOLAFS algorithm.
decomposition process to obtain the original sighhé The marking is based on the comparison of the AL
Mallat algorithm works equally well if the analysis and (AL, or ALs or ALg, according to the local pitch
filters,h, andh,, are exchanged with the synthesisperiooghappro.ximlati?]ns pee;lf; of lt(hé_h rhesd.vegt%r
' - ~ . Xnead The optimal choice of Fmarks is obtained by
f||~ters h,andh, . As  given by~ (Popescu,  2001), affecting all the peaks instants found in (&dr ALs or
(o Nyy =(Mo=£)),,  and  (h(0)),, = (N, (=0)),2 ALg) to the nearest ALones which correspond finally

correspond respectively to the impulse respons¢iseof to the local head vector marks. The ABLs and Alg

analysis and synthesis filters. The reconstructiorfrequency bandwidths are defined respectively foFa
formula is given as follows: of 16 kHz from 0-500, 0-250 and from 0-125 Hz. The

difference between two successive peaks in theekigh
level corresponds to the local pitch period. Theich
of one AL from the set of approximations (AbrALsg
or ALg) in the comparison will be done according to the
To achieve perfect reconstruction without aliasing local pitch period, where the nearest left bandwiolt
the decomposition and reconstruction filters haee tthe approximations under study to the locamfl be
satisfy certain conditions according to the wavelettaken as optimal approximation. The selected
family filters. A technical discussion of how tosign  approximation in the comparison gives the begt F
these filters is available on (Strang and Nguy@®86).  marking instants. Thus, an initial estimation of an
The approximation and detail signals which have theaverage § value should be performed on the AL
same length as the input speech segment are namegproximation by using for example the autocoriatat
respectively Ak(k) and DL(K) in order to defer them function. This comparison aims at reducing thererows
from their coefficients Ak) and D(k). marks that could appear in certain cases when an
The |" level approximations are reconstructed fromacoustic irregularity is occurring. To understarf t
their coefficients by replacing the detail coeffiats at  process, an illustrative example is given as fadlow
each level by a zeros vector with the same lengih@  Assuming a mal speaker with an average local pifch
j° detail coefficients. The reconstructed signalig2 Hz, Al is the best choice from the remainder
corresp(_)nds to the _desire&? Jevel approximations. approximations (A and ALy and will be used in the
Depending on the impulse response length of th@,mparison because 250 Hz is the nearest sideeto th
decomposition—reconstruction filters, the recordtd local k. Further, peaks bellow a threshold of 1% from

signal must be left shifted in order to compengshte ; ; ; .
lag introduced by Finite Impulse Responses (FIR)the maximum amplitude of the input speech signal ar

filtering of the structures in Fig. 1 and 5. Simija we not taken in consideration because it may leads to
can reconstruct thé"jlevel detail using the identical erroneous marks. Practically, highest Wavelet artizd

process. In this way, the reconstructed details an{)o optimal marks positions. Nevertheless, it _hasnbe
approximations are true constituents of the origina ound that an average order of 15 gives good result

signal. We find when we combine them by simple  Figure 6 represents, fnarking of a voiced speech

sample to sample adding that it does corresporttieto  S€dment chosen arbitrary. The signal in blue agsorote
original speech signal (Eq. 10): the AL; approximation and in red the corresponding

ALs. Marks are reported as black impulses in the local
R maximum of the Ak approximation. As it is shown, the
xan(n)= A (N} 3 D; (n) (10)  peaks instants in Alare automatically allocated to the
= nearest ones in the Alapproximation.
The process is repeated for all voiced speech

A,4(K) =Y ho(k = 20)A (1) + 3 hy (k- 20)D, (¢) (9)

Where: segments until all the speech duration is reached.
xan(n) = The f sample of the speech segment
R = The number of decomposition level Pitch modifications of ALz approximation: After

obtaining the Al; analytic iy marks of the input head
The K marking and shifting method used in both vector x..q under study, the next step is to derive the
technigues (AL-PSOLAFS and ALPR-SOLAFS) synthesis ones for a desired pitch period modificat
follow the same steps as in SOLAFS algorithm.dttst  factorf3.
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0.3 — of connection of the reconstructed input head wvecto
- Local pitch period i Xhead The problem is solved by passing eachz; AL
‘ i approximation after processing through a fifth eorde
P T T\ / \ ,J\ median filter. After the modification ofoFand F in the
- T | S } v \\# i \J( I,"']/ AL ; approximation level, the modified head vector will
T \\ZL WV, \\f/ be obtained by simply adding the three details thed
. 4 _:smmz;I modified approximation using Eqg. 10. Then, accaydin
02 ALS peak \} to the obtained shift k(as explained previously), only
-0.3 W sample which correspond to the modified" m
» . ‘ . . . . ‘ analysis segment n) will be used in the
150 200 250 300 350 400 450 500 550 reconstruction of the modified speech. The prodgss

Samples

repeated for all input speech segments.gxusing the
same steps as in TSM except fixing F equal to one f
no duration modification (it can be changed in thee

of modification of both pitch and duration).

9 For the second technique APSOLAFS, k-scale
modification is performed in the AlLapproximation
level based on pitch synchronous overlap and adds
using hanning window of length two pitch periodse W
have used the formula given bellow:

Fig. 6: Pitch marking of voiced segment

The process is performed for each segment usin
Eg. 11:

Ms(k +1) = Ms(k) + B x P(Ma(k)) (11)

where, Ma(k) and Ms(k) denote respectively tHe k

analytic and synthetic Fmarks and P(Ma(k)) the" > A (n)h, (0= Ms(i))
pitch period obtained between two successive aicalyt (n)=1 R (13)
marks. h 2 hi(n=Ms(})

In a given voiced region, the initial value of
synthetic mark is equal to the initial analytic ofidne ~ .
choice of the corresponding analysis portions Orvvhere,_ AL%correspond to the reconstructed third
windows (portions of length P(Ma(k)) for APR-  a@pproximation level of the head vector and h the
SOLAFS or window of length 2*P(Ma(k) for AL hanning window used. . o
PSOLAFS) used in the modification process is,  The choice of the corresponding analysis window
performed by minimizing the time distance between t i the modification process is performed by minimz

k™ synthetic mark and all the analytic marks of thethe time distance as given by Eq. 12. .

simply adding the remained three details with the
modified approximation.

min|Ms(k) - M4 (12) The ALs—PSOLAFS technique is performed using
Fo markers as explained above. Then, the same bein t

where, k depends on the number of synthetic marks ifi'St technique, depending og.konly W sample of the

the segment under study. m" analysis segment 1) will used in the
Thus, according to this minimization, some reconstruction of the modified speech. Th_e proggss

portions will be repeated or deleted. The, F repegted for aI_I llnput speech segments using SOL.AFS

modification in the proposed APR-SOLAFS aIgo.n.thm. by flx_|ng F equals to one for_no duration

technique is scaled by re-sampling the 5A mod!f!cat!on. This latter can be changed in theecak

approximation  portions obtained between twomedification of k and duration together.

successive analytic marks in order to fit the nesickd

pitch period duration for the obtained syntheticrksa RESULTS

The Fast Interpolation Algorithm based on FFT

described in (Prasad and Satyanarayana, 1986pis us Experiments were carried out to investigate the

The K shift is accompanied by, Bshift, from the fact potential advantages of using the proposed prosody

that we are re-sampling the frequency bandwidth omodification techniques to enhance the naturaléss

both Ry and R. the modified speech. First, a set of five continues
Practically, the re-sampling of the Alportions sentences from our SA speech corpus that conthin al

introduces high frequency discontinuities in thenpo  acoustic representation and characteristics of the
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language under study are selected. These selected A random stationary interval from the original
sentences contain male and female speakers. The @org, in blue) and modified (mod, in red) speeches
frequency is still fixed to 16 kHz. The performance scaled by ALPR-SOLAFS technique are plotted in

evaluation of prosody modification is performedngsi Fig.
an informal subjective evaluation of Mean Opinion

7.

Score (MOS) by a group of six researchers. Thes tes
were carried out in the laboratory by playing the

Intelligibility

Naturalness

Jable 3: MOSs values for pitch period modification
U

Distortion

modified speech through loudspeakers. The speegh (1) ) 1) ) (1) )
quality assessments include intelligibility, digston 05 3.83 3.83 3.83 250 3.83  3.66
and naturalness. All are ranged from one to fivéhwi 8-; g-gg i-gg i-gg i-gg ‘51-(1)3 3-33
five meanings the best. Spegch |nteII|g|b!I|ty eiarted_ > 166 465 433 450 416 400
to the amount of speech items that is recognlzeci{) 416 431 383 400 450 416
correctly, while speech distortion is related tce th 1.7 4.00 417 3.50 383 416 3.83
quality of a reproduce speech signal with respe¢heé 1.9 3.50 3.97 3.16 316 443 150
amount of audible distortions. Speech naturalngss 22 333 - 250 - 233 -
related to the degree of reproduced speech théd beu .

normally spoken by ordinary human being. I R

For duration modification, the proper choice of
SOLAFS algorithm parameters was fixed as follows:

* The maximum allowable shift K, is fixed to 200
samples

Amplitude

N - Mod)

b

[

/
L;a"v,

* The segments length.fn) is 400 samples
e The overlap region \Yis fixed to 200 samples

1.58 1.585 1.59 1595 1.6

Samples

1.605 1.61

For each sentence, the duration was modified by )
x 101

factors 0.5, 0.7, 0.9, 1.2, 1.5, 1.7 and 2. We Haaen

interested in evaluating the speech duration tci:ig.7: Temporal representation of a modified and

intelligibility and naturalness of the sentencesdlem
study. In the whole, TSM using SOLAFS algorithm,
generates a modified speech with high quality éedet
is no need to evaluate the speech distortion dinice

original portion of speech by APR-SOLAFS
for pitch period modification factg® = 0.7

criterion is taken in consideration in the choidetie _ " —Mod
algorithm parameters. =) ‘ — Org 1

The MOSs for each duration modification factors 3 f U\
are given in Table 2. ERNEENGY \:/\/?\

The evaluation of the pitch period modification 5% - \ B
includes distortion tests from the fact that higlales s -107 N
can degrade the quality of the modified speech in 20 T Wi oo
these kinds of algorithms. The pitch periods was 0 Ngfrlnali?z;dfrgienEA(ngadfférén 13)‘7 08 09 1
modified by factors 0.5, 0.7, 0.9, 1.2, 1.5, 1.8 and aneney i P
2.2. The last factor is used only for the RR- 100 od
SOLAFS technique in order to estimate the quality % 5ot 7 —Org |
assessments for large modifications. The perforemnc 5 | V4 ]
of the proposed techniques MAR-SOLAFS (1) and <) o I“ // ,/7
AL 3-PSOLAFS (2) for each pitch period modification g -0 d/ / 1
factors are given in Table 3. £ 000 g//

Table 2: MOSs values for time scale modification '1500 01 02 03 07 05 08 07 08 09 1

F Intelligibility Naturalness Normalized frequency ( *T rad/sample)

05 467 433 quency P

07 4.67 4.50 ) ,

0.9 5.00 5.00 Fig. 8: Spectral envelop (magnitude and phase) of a
ié 2‘-23 j-gg modified and original portion by APR-

17 433 4.16 SOLAFS for pitch period modification fact@r

2 3.83 3.66 =0.7
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The pitch period modification factor used is equalmodified speech using APR-SOLAFS is not affected
to 0.7. The corresponding spectral envelop (amgditu at all. The use of small modification factors ardun
(or magnitude in dB) and phase) obtained using LP@nity (3 and F equal to 0.9) in the experiment aims to

analysis of order 19 are plotted in Fig. 8. evaluate the accuracy of the proposed techniquéin
reconstruction of the modified speeches without
DISCUSSION perceptual and acoustical degradation, which iarkte

proved in MOSs tests.

The evaluation results for TSM (Table 2) indicate  Based on subjective hearing tests, it can be emtic
that the setting parameters of the SOLAFS algorithmhat R-scale modification of mixed SA sounds is
are well fixed. They give good naturalness andperceptually disagreeable and it should be copiitd w
intelligibility except for high compression ratiagere  ng modifications. On the whole, there is no neadFip
the speech intelligibility is slightly degraded coaned marking procedure in these regions. Only fully eaic
to the whole cases due to the fast replay of th%arts will be marked and scaled.

utterances under StUin L ) The modified signal and the original one of Fig. 7
The k-scales modification is presented for high andang g correspond to the vowel [a:] taken from the
low pitch period modification as reported in Talle  ontext /sa:/ extracted from the word /tusiadu/ at a
For pitch period modification factors between (&l  ration of 10 ms. Figure 8, clearly shows thatnfthe
1.5), both techniques seem to have good perfornsancenggified spectrum is increased by the same factor a
in intelligibility, distortion and naturalness asseents. F,. The remainder spectral enveloped that include the
Beyond 1.5 both techniques are degraded in na@88aIn ey formants still unchanged in phase and ansitu
and distortion assessments by incrementing thé pitcgimyitaneous time scale ang-$eale are allowed using
period modification factors which correspond 10 oty techniques and have the advantage to be based
decrementmg in fFrange. The _naturalness of the outputy frame by frame processing from the fact that doun
speech is not degraded similarly for both techrsque cjagsification, duration modification,, Fmarking and
For ALsPR-SOLAFS technique, high pitch period gcqling are performed in simultaneous fashion. This

modification factors leads to acceptable degree Ofggyt offers the possibility of real time implentetion

naturalness but in some ways, it sounds like metall ot the proposed prosody modification techniques.
effects with the increment of the modification farst

(greater then 1.5). Pitch period modification fasto
greater than 2 are used only by the first technidu
the quality and naturalness are reversely propmatito
these latter. It could be used in the case of;-AL In this study we have proposed two prosody
PSOLAFS technique by changing the length of themodification techniques by combining SOLAFS
window to four pitches. On the other hand, in tHe-A  algorithm with the multi level DWT using sentenées
PSOLAFS technique, the increment in the pitch gerio SA language sampled at agdf 16 kHz.

modification factor beyond 1.5 leads to a certain  The first technique consists of pitch synchronous
sensation of husky voices which degraded signifigan processing of the third approximation level time
the naturalness of the modified speech. Furthe, thsegments used in SOLAFS algorithm. It aims at
modified speech quality is seriously affected whenmodifying the prosody of the input speech without
large values factors are applied. affecting the spectral envelop.

For low modification pitch period factors (lower The second one modifies duration and both local
than one), both techniqgues have an acceptablg, and k of the instantaneous analysis time segments
assessment in intelligibility and distortion buteth used in the SOLAFS algorithmat the third
naturalness performances of the modified speecigusi approximation level. It uses a re-sampling methéd o
AL;PR-SOLAFS technique is clearly improved speech portions based on FFT interpolation prircipa
compared to A,-PSOLAFS which still be perceived as The technique explores the correlation betwegarfel
husky wvoice when low modifications factors areF; of SA speeches in the frequency band from 0-1 kHz.
applied. This is because in natural speech, lowhpit For both techniques, (Fshifting and marking are
periods (high Fvalues) also correspond to some extentperformed at the third approximation so that ityxdes
increased in formants frequencies (especially. F independent control over the spectral envelopehPit
Furthermore, the ALPSOLAFS technique suffers marking is accomplished by comparative selection of
from amplitude and phase distortion when largeescal peaks instants on multi level decomposition. Furthe
are applied. However, the amplitude and phase ®f thsegments classification in the main regions (/suk:u
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voiced, unvoiced and mixed) is also based on DWTCheng, Y.M. and D.O. Shaughnessy, 1989. Automatic
processing. and reliable estimation of glottal closure instantl
The proposed techniques have the advantage to period. IEEE Trans.  Acoust.,, Speech Signal
explore the appropriateness of multi level Process., 37: 1805-1815. DOI: 10.1109/29.45529
decomposition of speech signal, the reduceddgington, M. and A. Lowry, 1996. Residual-based
computational requirements, the suitability forl taae speech modification algorithms for text-to-speech
implementation and the high quality time scale synthesis. 4th International Conference on Spoken
provided by the SOLAFS algorithm in order to Language, Oct. 3-6, IEEE Xplore Press,
manipulate both duration and fér large scales. Further, Philadelphia, pp: 1425-1428. DOl:
the used of SOLAFS in duration modification aims at ~ 10.1109/ICSLP.1996.607882
reduce buzziness that could appear in unvoiceddsoun Ykhlef, F., F.R. Ykhlef, M. Bensebtind M. Guerti,

that uses the overlap and add principal. 2008. Pitch shifting of Arabic speech signal by
Perceptual tests show that increasing aRd k source filter modeling for prosodic
together by re-sampling the speech portions inttire transformations. Int. J. Software Eng. Appli., 2: 2
approximation, improves significantly the naturamef http://www.sersc.org/journals/IJSEIA/voI2_no2_20
the R-scaled voices. 08/6.pdf
The use of high quality TSM algorithm in Ghazeli, S., 1979. Status of vowels in Arabic:
conjunction with multi level processing for, Bhifting theoretical analysis, Arabic Stud., 3: 199-219.

leads to high quality prosody modification and high http://www.dur.ac.uk/daniel.newman/bib1.pdf
control of speech bands. Future works may focuthen Hirahara, T., 1988. On the role of fundamental
manipulation of formants structures at a multi leve frequency in vowel perception. J. Acoust. Soc.
processing to increase the naturalness of higheh pi Am., 84: 156-156. DOI: 10.1121/1.2025892

period modification factors. Hung, X. A. Acero and H.W. Hon, 2001. Spoken
Language Processing, a Guide to Theory,
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