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Abstract: This study have presented a filed programmable gate array implementation of a real time
video smoothing algorithm. In comparison with smoothing video techniques like deblocking filters in
H.264 or smoothing in JPEG2000, the proposed method is implemented in hardware and its
computaticnal cost and complexity are reduced where all pixel processing related to uncompressed
video is done on the fly. OQur proposed architecture tries to optimize the design of a modified version of
the Nagao filter in order to make video smoothing with respect to real time constraints. This filter have
to smooth video before applying an edge extraction appreach used in industrial applications requiring a
high quality production like manifacturing process control. The proposed architecture based on the
RC10G00P-P Virtex prototyping Board is analyzed to gain an understanding of the relationships
between algorithmic features and implementation cost. Experimental results indicate that using this
prototyping beard with optimized hardware architecture; we can deliver real-time performances and an
improvement in the video quality. This filter is capable to process a real time video with a high

resolution and deliver 25 images per second at 10 MHz clock cycle.
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INTRODUCTION

Real-time image processing systems have gained an
increasing importance in many fields, including
applicaticns such as: multimedia, industrial inspection
and medical engineering. In addition, many industries
such as plastics and textiles industries, require some
form of technology for contrelling their preduction
quality. One common quality confrol technique
employs cameras that capture the production activities
for object dimension measurement with the assistance
of an edge extraction algerithms [1]. In order to
improve the edge detection technique we propose to
smooth the video stream with a specific algorithm
which operates in real time manner in order fo make
better the video quality and the edge detection.

Furthermore, in image processing related to quality
control applications where the inspection has to be
accurate, it is difficult to analyze the information of an
image directly from the gray-level intensity of the
image pixels. Indeed, this value depends upen the
lighting conditions. More important are the local
variations of the image intensity. The size of the
neighbourheod where the contrast is computed must be
adapted to the size of the objects that we want to
analyze {edge detection}. This size defines a resclution
reference for measuring the local variation of the
image. Generally, the structures we want to recognize
have very different sizes. Hence, it is not possible to
define a pricri an optimum resolution for analyzing an
image. In this respect, we have to develop a smoeothing
technique in order to enhance the image contrast and to
reduce noise. Consequently, this digital filter can be
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used in the pre-processing phase, as noise elimination,
or in the enhancement of the edge detection approach
which is a derivative method.

This study have proposed a new smoothing technique
implemented in cnly one FPGA-Virtex with additicnnal
memories. This technique consists in allowing on the
central point with a neighbourhood of 5x5 pixels, the
sum of neighbourhood 3x3 amoeng all with a minimal
extent. Remember that the extent is defined as the
difference between the Maximal and the minimal
intensity related to contiguous pixels.

In this context, we are particularly interested in
addressing the results of the real time video smoothing
based on the modified version of the Nagao algorithm,
since it is uvsed to improve the video quality by
eliminating the noise inside the sequence. The other
motivation is to present a generic methedelogy for
rapid prototyping of a real time algorithm and shows
how this compact hardware plate-form is flexible
enough to accurately support such complex applications
having real time requirements. The video standards
require the processing time less than 40 Ms per image
(with a size of 512%) which indicates that a pixel must
be computed each 100 ns taking into account the
synchronization aspect. In this respect, the sampling
frequency has to be about 10 MHz.

Related Work: Smoothing is a pre-processing
technique which can be found beth in the segmentation
chains [2] and in the compression of images. [ndeed,
the deblocking filter, for example, is used in the
H.264/MPEG-4 video coding standard and carrying cut
simple operations in order to analyze artifacts localized
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on coded block boundaries and attenuate them by
applving a selected filter [3]. In the same way in
JPEG2000 standard, the technique of smoothing is used
in order to improve video guality which could be to
deteriorated by performing the image compression. The
implementation of these techniques requires a high-rank
operation such as multiplication, division and square
root which are not easy to implement in FPGA
technology.

The mentioned filtered techniques are very interesting
in videc enhancement but are dedicated for a
compressed video without a strict time constraints
where our context relies on the not compressed video to
be enhanced. In [4], many techniques of smoothing
have tried to solve the conflict between a good filtering
and the safeguarding of confrast. An efficient
smeothing is generally accompanied by edges erosion
(diffusion}. The filters of Sobel [5] carry out a
directional smeoothing conjugate with a calculation of
the gradient in the orthogonal direction. The low
number of points used in smeeothing limits the
associated image quality. The filter of Deriche [6] takes
up this idea by expleiting a neighbourhood of greater
dimension associated with a parametric impulse
response which allows a better smoothing and an
optimal detection of a certain type of contours.

Ancther approach developed by Tomita and Tsuji [7]
have proposed a new smoothing technique as pre-
processing operations for image in order to facilitate the
homogeneous edge detection [8]. [t consists in
assigning the central pixel of the 5x5 neighbouring
pixels the mean intensity of a 3x3 neighbourhood
subsets with central pixels I, A, B, C and D (Fig. 1a}.
The main idea is that a 3x3 neighbourhood including an
edge will lead to a wvariance stronger than a
neighbourhood only disturbed by the noise.
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Fig. 1: Neighbourhood Structure

The disadvantage of this technique consists on
discarding small regions and this phenomenon is
amplified when we iterate this technique many times
onto the same image. Nagao et al. have addressed this
problem [8] and have proposed a new structure of the
neighbourheod as depicted in Fig. 1b to enhance its
performance. The hardware implementation of the
nagac filter is not easy to perform because of the
irregular mask shapes which complicate enough pixels
processing. In addition, computing the variance and the
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mean requires an important amount of hardware and
processing time particularly with the FPGA
technologies. In order te simplify its hardware
implementation without any video quality regress,
Demigny [6] has proposed a modified version in which
he considered 9 neighbourhoods of 3x3 pixels with the
following centres : A, B, C, D, E, F, G, H and I (Fig.
1c} without appreciable decreasing of the video quality
[9]. In addition, the variance processing is replaced with
extent and sum computing. These simplifications allow
a new nagao version called Nagamod technique and
invelve a hardware implementation in a real-time
envirenment.

Nagamod Filter: As depicted in the above section, the
Nagamod version presents a particular neighbourhood
structure which facilitates the hardware implementation
of the filter without deteriorating the asscciated
performances. Consider a 5x3 neighbouring pixels,
these pixels luminance has some correlation which we
would fake advantage of. In fact, pixels of infensity
related to the current image arrive according to the
scanning order of the line. We can consider the image
as a mono-dimensional pixels flow. Se, twe
consecutive pixels of the same line are separated with
one clock cycle corresponding to the delay z” in terms
of 7 transform. Similarly, two pixels belenging to the
same column of two consecutive lines are separated
with N clock cycles (delay equal to z™) where N
represents the pixels number per line.

There are many architectural solutions to implement the
Nagamod filter. In all solutions, pixels processing is
performed using two blocks: the first one performs the
computation of the sum and the distance related to the
neighbourhood 5x5, where the second block determines
the neighbourhood 3x3 with minimal distance through
the three neighbourhoods in order to be matched. In this
respect, the Nagamod architecture uses some basic
operators to deliver the minimum, the maximum and
the extent between three consecutive pixels. In addition,
we have to compute the sum and to make the selection
between three couples of 3x3 neighbourhoods with
specific operators. Consequently, the architecture can
be composed by an asscciation of only two basic
compenents named B, and B,. The B, compoenent is
based on  three  basic units which give the
minimum and the maximum of three pixels
and perform the extent and the sum of them [9]. This
block delivers the extent and the sum related to
the 3x3 neighbouring pixels where the B, bloc gives
the sum of the 3x3 neighbouring pixels among the 9
subset of 3x3 neighbourhoods.

Given the extent and the sum of the3x3
pattern as  depicted in the Fig. 1c{AE B}
(HIFy and (DGC), we have fo determine
the minimal extent among them. The

component B, performs this operation onte the 9 groups
of 3x3 neighbourhcods and  delivers the  minimal
extent with its associated sum (Fig. 2b).
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Nagamod Hardware Solutions: The Nagao filter can
be implemented according to different organizations
with regard to the performance needs. If we do not have
iming censtraints, we can implement this algerithm in
software manner and obtain the required results. But, if
we want to apply this technique to real time application
like video smoothing, the software implementation is
not suitable and the hardware implementation becemes
mandatory. Furthermore, the target architecture can
intreduce some additional timing constraints. For
example FPGA fechnology combined with a
synchrenization board have a limited frequency, about
10 MHz (to deliver 25 images per second}, and
extended gate delay has strict constraints compared to
the ASIC one. Three hardware sclutions have been
analyzed with equivalent rapidity in order to choose the
appropriate one for our hardware environment. The
comparison criterion is based on the resources needed
in term of memory and controller complexity. We note
that the required amount of memory with its memory
controller represent the main cost in such architecture.
These remarks can be applied for other filter
architectures like Scbel and Diriche [10]. In the first
solution organization (Fig. 3}, the architecture is
composed of cne By block working in conjunction with
two B, blocks. The data is buffered both in the input
and in the internal part of the architecture. This
structure makes the implementation more difficult to
perform and particularly the memory controller part.
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Solution 1

Figure 4 shows the overall compenents of the second
hardware solution. This version is compact and requires
less amount of memory which can be the external of the
computing component.
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Fig. 4: Soluticn 2

The third solution, shown in Fig. 3, considers the
principle used in the second soluticn and computes all
the operations for two pixels in a parallel way.
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Fig. 5: Soluticn 3

This solution uses three B; blecs and four B; blocs.
However, it can be very interesting if we want to
compute the gradient behind. In addition, this soluticn
does not require as much memeory as that required by
the first one. If the delay z* is implemented with 8-bit
register to code the pixel intensity, a delay z% is
implemented using the FIFO ({(First In First Qut}
memery organization te buffer the N pixels intensities
of the image line. The Table 1 shows that the
second sclution is more suitable four our
application context and requires a reduced amount of
memery. The Table 1 resumes the amount of buffer
space related (o each solution.

Table 1: Architecture Requirements

Architecture Internal FIFO  Required Memory
organization 8-bitreg number Size complexity
Sclution 1 4 6 16 Kbits  Complex
Sclution 2 4 4 24 Kbits  Less
complex
Solution 3 8 5 20 Kbits Less
complex
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Nagamod Filter Hardware Implementation

System onfiguration: In order to verify the real-time
performance and functionality of the proposed
Nagamed filter, a commercially available device, the
camera, the grabbing board and the RC1000P-P FPGA
based board have been used as depicted in the Fig. 6.
The first cne, named cyclope beoard, represents the
synchronization one responsible for extracting only the
pixel output after grabbing the videc with a camera in
order to be processed within the FPGA board and
restitutes the synchronization before displaying the
filtered video sequence. The second borad consists on
FPGA prototyping beard (RC1000-PP) in which we
have to download our architecture bit-stream through
the PCI interface of the PC-2.

RC1406-PP Prototyping
ervironment

Fig. 6: Scheme of the Experimental Setup

After being filtered the image pixels intensities are sent
to the Cyclope board again in order to be displayed on
the screen 1 according to the video standard with a
10MHz frequency clock speed.

Video Signals Control: The Cyclope Board presents
some specific signals in order to synchronize the image
displaving and achieves the real fime character
according to the high resolution (25 images per
second). This board is responsible for grabbing videc
sequence and interacts with the camera, the prototyping
board and the display with the following signals as
depicted in the Fig. 7.

*  Pixel Clock: This clock signal is given with the
acquisition board and represents the system clock
for our smoocthing architecture. For a video flow of
25 images per second, the clock has 10 MHz for a
512% image size and reaches 40 MHz for 1024
image size.

Blank: When it is high, this signal indicates that
the received pixels beleng to the same line. In the
other case, all computing operators can be
deactivated unftil the arrival of the first pixel of the
second line in the same image where blank is going
on (high).

SYNH: This signal gives periodically a negative
pulse during the dead f{ime between (wo
consecutive lines belenging to the same image.
SYNV: [n this case, the negative pulse is generated
between two consecutive images. This pulse width
is equal to the inter-image time.

The observation of the validations signals described
below related to digital video reveals the existance of
two types of dead time. The first one is sitvated
between two consecutive lines where the second one is
dedicated for the inter-frame delay related to the videc
stream.
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Fig. 7. Synchronization for Non linterleaved Video Representation

These delays are imposed with the video standard
which allow for a cathodic screan a delay for a line feed
(right te left} and for a frame return {(from top to down).
For a 512x512 image, the sum of these delays is a bout
13.78 ms which represents 34 % of the total ime
required for displaying the total image. These delays
introduce an additionnal constraints which we have to
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consider during the hardware implmentaticn in order to
meet the real time smoothing using the FPGA
technolegie.

FPGA Implementation: Our architecture is described

with the VHDL language in  Register Level
Transfer (RTL}  according to  the  second
solution presented below in order to be
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checked onto the FPGA VIRTEX technology. The
architecture stvle relates with a combined data flow
with a memory dominated [11,12] where the control
dominated model is not suitable for this application
[13]. In order to meet real-time constraints, it is
important to define the target of the image/video
smoothing specification. [f conventional TV and some
MPEG-2 standards are considered, the proposed
architecture must be able to reach a processing rate of
25 frames per second. The processing should include
smeothing of such images with respect to real ime
constraints. A 720x576 pixel frame must be processed
within 40 Ms. Therefore; the processing of
one pixel should not exceed 96 Ns (a minimum
frequency of 10.3 MHz).

In order to satisfy these constraints, we have
designed the Nagamed architecture incorporating
parallelism and  pipelining by  inftegrating four
fixed hardware compenents  with an external
memory bank as shown in Fig. 8.

Fig. 8: Functicnal Block Diagram Architecture
The proposed architecture consists on three main
components such as:

The /O interface which interacts with the
commercial synhreniastion borad {cyclope).

. Nagamod Filter Algerithm: This compenent is
responsible for all pixels computations related to
5x5 neighbourhoods with logic and arithmetic
operators like min, max, add, sub, extent, etc.

. Common Memery Centreller {CMC): The
main function of the CMC is to store the incoming
video traffic in certain individual queues to the
external data memory, retrieve a part of stored
pixels in order to be computed and make a new
rearrangement of data organization according to the
need of the Nagamod algorithm (Fig. 9}. Using four
FIFOs line-based storage linked together, the CMC
is capable of updating the logical organization in
one clock cycle in order to satisfy the real-time
caracter. This component has its dedicated data path
including all needed operators like counters, address
generation, etc.
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Fig. 9: Logical Organization of the External Memory

We remark that this logical organization architecture
requires 4 FIFOs based-line storage which are
implemented using an external memery device.
Remember that implementing FIFO inside the FPGA
requires a large number consumption of CLBs [14].
Our archifecture is synthesized to be checked onto the
RC1000P-P, which is a PCI Option Card with an on-
board secondary Bus [15]. This prototyping board can
be connected tc the PCI Bridge through the PLX
PCI9G8 (EEPROM)} PCI Bridge, and runs all of these
devices at host-PC PCI speed. It has a XILINX FPGA
in BG360 package and Virtex 1000 device. The
RC1000P-P is clocked at 33.33 MHz and can be
programmed from the host PC over the PCI bus, or
using theXilinx Xchecker download cable. In addition,
there are four memory banks, as shown in Fig. 10,
where the FPGA has four 32-bit memoery ports, one for
each memory bank. It can therefore access all four
banks simultaneously and independently. Each bank of
SRAM on the RC1000-PP can be accessed by the host
via the PLX PCI9080 or by the FPGA according to the
local switch positicns and only the SRAM bank( is
used for the Nagamod hardware implementation.
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Fig. 10: Block Diagram of the RC1000P-P Beard

This memory has implemented the four FIFOQs where
the access time is about 17 Ns. In order to suit the real
time constraints, we have to make a read and write
operations related to the twoe consecutive pixels
intensities in the same cycle.
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EXPERIMENTAL RESULTS

Qualitative Evaluation of the Nagamod Algorithm:
The first stage of the experimental part consists on
simulating the hardware implementation with
ModelSim on the RTL level. We have comapred the
smoothing image to the original one captured by a
camera. Indeed, we have simulated a 256x256 binary
image, containing 256 lines where each line contains
256 pixels with 256-gray scale. The Fig. 11 shows two
image configurations before and after the simulation.
By comparing the reconstructed image after smoothing
operations with the original one shown in Fig. 11, we
can appreciate the quality of filtered image. This image
has a better contrast and the noise represented by small
regions is eliminated. The difference between the two
images 1is well illustrated with the histogram

representation.

Histogram Histogram

(a) Original image (b) Nagamod image

Fig. 11: RTL. Simulation Results using a 256x256
Binary Motor Block Image
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In order to prove the efficiency of the nagamed
technique and illustrate the smoothing results as a pre-

processing phase, we have computed gradient the
original image and the Nagamod smoothing one. The
Fig. 12 demonstrates the efficiency of the Nagamod
algorithm for eliminating noises and improuving the
edge detection. We remark that the edge detection is
better performed after applying the smoothing

technique end an important part of existing noise has
been eliminated. Furthermore, the gradient related of
filtered image is computed using an image generated
with our RTL. architecture before synthesis.

L X 7]
1 ?J i) A AR p /
(a) Gradient of original {(b) Gradientof the
' filtered Image

Fig. 12: Gradient Analysis of Filtered Image

Figure 13 presents the RTL simulation related to the
memory controller. It shows the manner in reading and
buffering data. It also demonstrates the synchronization
aspect with ernable(Blank) and gniO(SYNH) signals
which are responsible for activating memory
operations. In fact, during the dead time between two
consecutive lines and two consecutive frames, our
memories do not perform read and write operations
inducing an optimisation of the power consumption for
our architecture. In addition, the design can be used for
many video standards with different frequencies.

Fig. 13: RTL Architecture Simulation Results with ModelSim Tool
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Quantitative Evaluation of the Nagamod
Algorithm: In order to quantify the visual quality of
the image after smoothing, we have used the PSNR
metric, more appreciated for the video applications
than the SNR cne. The PSNR is usually defined as:

2
PSNR =10log,, 2>
MSE

Where, MSE is the mean square error given by:
MSE=3"" [x(m,n)— &(m,n)]

The PSNR is measured in decibels {(dB} where
x{m,n} represents the pixels intensity related to the

original image and X(m,n)the rebuilt one after

smeothing operations. The PSNR remains a good
measure for comparing restoration results for the
same sequence of image. We have applied our
technique onfe another image {desk) with a weak
contrast. The following table gives the PSNR values
related to the two test images.

Table 2: Architecture Requirements

Image PSNR in dB
Desk image 6.89
Motor block image 16.42

The PSNR measure quantifies the difference between
the original image and the smoothed cne. If shows the
contribution of cur technique to enhance the image
visual quality. According to the Table 2, the second
image with 16.42 dB PSNR may look much better
than the other cne with 6.89 dB because it has a
better contrast and the Nagamod technique suits well
with this kind of image.

In the rest of this section, we have to represent the
design effort and resources in terms of complexity
involved in the generation of the RTL architecture. In
the advanced validation process, the RTL description
is mapped onto the XILINX bg560 library related to
the VIRTEX 1000 family [16] in order to be
dewnloaded onto the RC1000P-P board. In the rest of
this secticn we present the FPGA synthesis results for
the main modules of the architecture. The FPGA
technelogy was chosen since it provides some
implementation advantages such as : (i) FPGAs
provides a high-density for logic arithmetic at
relatively short design cycles, (i) in FPGAs, it is
possible to contrel operations at bit level to build
specialized datapaths. The primary results of the
synthesis (Table 3) represent the number of
cenfigurable legic bloc {CLBs) after optimization for
gach component of the block diagram presented
belew. In addition, the table presents the amount of
Flip Flop buffers related to each compenent.
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Table 3: Nagamod Synthesis Results

Component CLB number Flop
number

B, 104 52
B, 32 0
Memory controller 55 54
Dedicated data path 39 77
Optimized Nagamod 435 361

Timing Analysis: From a temporal view point, the
traverse of a data flow through an operator introduces
a latency delay between the input and the output. So,
the critical path related to the glue logic part of the
Nagamod filter has a critical path equal to 25,1 Ns
corresponding to the crossing time related to the B,
and B, components. When we add the memory
controller part, we can go beyond the limited delay
according to the video frequency 100 ns per peried. If
the propagation time is higher than the sampling
peried related to input pixels {100 Ns), }, it would be
mandatory te introeduce some registers (pipeline}
threugh this path. Note that the asscociation of two
combinatory operators A and B pipelined with a
respective latencies {4 and tg conduct to a minimal
perioed:

Tmin = max{ts,tg). On the other hand, without pipeline
this delay has o be: Ty = {(ta + tg). In our
implementation the processing time exceeds 100 Ns.
In order te covercome this difficulty, we have
introduced the pipeline organization with 2 stages in
order to divide the critical path ento two cycles and
reach the ming requirements.

CONCLUSION

In this study, we have attempted to show design
exploration architecture for real time environment.
The defailed architectures for the hardware
implementation of the Nagamoed technique with all
functions and operators have been carried outf in a
suitable manner. We have discussed the different
design solutions. We showed that our proposed
solution provides interesting features and suits well
with cur design and profotyping envirenment. The
architecture has been implemented on a RC100GP-P
FPGA of XILINX. The detailed architecture of
different block elements of the whole design has been
shown. Satisfactory results have been obtained with
the FPGA Virtex technology from complexity and
speed peint of view. Our choice is well justified and
gave good results with an optimized memory
controller architecture. The proposed architecture
reduces the noise in the video sequence and makes
the smoothing operation in real-time manner. We
reviewed in particular the improvement obtained with
the Nagamed algorithm for edge detection and for
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video visual quality. Future works will extend the
current study to apply them for controlling the
production quality of heavy industries.
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