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Abstract: Problem statement: Low complexity image compression algorithms areessary for modern
portable devices such as mobile phones, wirelesos@etworks and high constraint power consumption
devices. In such applications low bit rate alonghwan acceptable image quality are an essential
requirementsApproach: This study proposes low and moderate complexggrahms for colour image
compression. Two algorithms will be presentedfitlseone is intensity based adaptive quantizatimiing,
while the second is a combination of discrete wetvédansforms and the intensity based adaptive
guantization coding algorithm. Adaptive quantizatmnding produces a good Peak Signal to Noise Ratio
(PSNR), but with high bit rates compared with otloev complex algorithms. The presented algorithms
produce low bit rate whilst preserving the PSNR @mdge quality at an acceptable rangesults:
Experiments were performed using different kindssiaindard colour images, a multi level quantizer,
different thresholds, different block sizes andfedént wavelet filters. Both algorithms considetbe
intensity variation of each colour plane. At higimpression ratios the proposed algorithms prodiegd
bpp bit rate reduction against the stand alonetageguantization coding for the same image qualityis
reduction was achieved due to dropping of somekblttat claimed to be low intensity variation acaog

to a comparison with predefined thresholds for eatbur plane. The results show that the bit rate e
reduced by 72-88% for each low variation image lbfoom the original bit rateConclusion: The results
obtained show a good reduction in bit rate withstume PSNR, or a slightly less than PSNR of a stanel
adaptive quantization coding algorithm. Furtherraie reduction has been achieved by decomposing th
input image using different wavelet filters anceimgity based adaptive quantization coding. Theqzegh
algorithm comprises a number of parameters to altie performance of the compressed images.

Key words: Peak Signal to Noise Ratio (PSNR), Discrete Cogiamsform (DCT), Discrete Wavelet
Transform (DWT), Error Diffusion (EDF), Liquid Crta Display (LCD), Intensity
Based Adaptive Quantization Coding (IBAQC)

INTRODUCTION image coding standard, JPEG and JPEG2000. JPEG is
the most common global standard of image
Image compression can be classified into lossy angdompression and uses DCT, while JPEG2000 uses
lossless. The lossy type aims to reduce the bitgimed ~ DWT. The main problem with JPEG and JPEG2000 is
for storing or transmitting an image without coresidg  their unsuitability for small devices that requilaw
the image resolution much. The lossless type facase power consumption and higher processing speed.
preserving the quality of the compressed imagehab t Different approaches have been proposed for image
it is exactly the same as the original one. compression using DWT, such as the adaptive
Many algorithms have been developed byalgorithm for scalable wavelet image coding (YukiFa
researchers for both image compression types; sme €t a., 2008). This algorithm was based on the regylarit
these algorithms use Discrete Cosine Transform (DCTand features of images. It can be embedded in the
or Discrete Wavelet Transform (DWT), while others wavelet based image coding system.
avoid the complexity of applying such transformatio The other type of compression algorithms does not
As an example of transformation dependent algosthmuse a DCT or DWT. A typical example of such
we can consider the joint photographic experts groualgorithms is Block Truncation Coding (BTC), which
Corresponding Author:Saad Al-Azawi, Department of Electrical, Electroaitd Computer Engineering,
Faculty of Science Agriculture and EngineeriNgwcastle University, Newcastle Upon Tyne,
NE1 7RU, England, UK
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was implemented by (Delp and Mitchell, 1979). Thissecond computes the intensity based AQC algorithm
algorithm is used for grey-scale image compressioparameters of the one level decomposed image. The
with a bit rate of two bpp and a good PSNR. Theinput image is decomposed using different wavelet
algorithm divides the image into (4x4) blocks tofilters to further reduce the bit rate. Additionalthe
compute a bit plane using a two level quantizertarad ~ Proposed algorithms provide bit rate and PSNR ebntr
moments representing the high and low mean. Thér better performance.

main drawback of this algorithm is its high bit @at The rest of the study is organized as followsstFir
However, it is an attractive option due to its siicity ~ @0 explanation of the AQC algorithm is given.
and high image quality (Oshei al., 1993). Intensity based proposed algorithms are introduced.

Many researchers have tried to modify or enhance; ) .

the response and reduce the bit rate of BTC (Domni inally, conclusions are given.

2006). Some of these algorithms use the same tveb le

quantizer, while others use a three-level quantizer MATERIALSAND METHODS
(Wanget al., 2009a; Oshrét al., 1993).

In (Oshriet al., 1993), the authors used a threeAdaptive Quantization Coding (AQC): AQC is used
level quantizer to classify the pixels into low, in different applications as a low complex and high
intermediate and high intensity, according to aspeed image compression system. Different apprsache
predefined threshold. To further reduce the bi ritis of AQC and BTC have been suggested for use as an
algorithm transmitted only an odd row and odd calum image compressor for overdrive of motion blur
of each (6x8) block; the other pixels were recarcded ~ reduction in a Liquid Crystal Display (LCD) (Wangd
according to the Laplacian interpolation function. Chong, 2009; Wangt al., 2009a; Haret al., 2008;

In (Wanget al., 2009a), an algorithm for colour Wang et al., 2007; Wang and Chong, 2010). The
image compression was presented. It was a combinati COmputation steps of the AQC compression algorithm
of ordinary BTC and adaptive quantization codingCan be briefly described as follows:

AQC (Wanget al., 2007). The algorithm presented in

(Wang et al., 2009a) transformed the RGB image toe Segregate the image into non-overlapped blocks of
luminance-chrominance colour space (YCbCr) and  (mxn) pixels

portioned it into (6x6) main blocks, each blockrigei « The quantizer step can be computed using Eq.1:
divided into (3x3) sub-blocks. The sub-blocks were

encoded using the BTC algorithm to extract fourq =B, -B,)/Q,] (1)
luminance bit planes and 24 moments (two moments

for each colour plane of each block). These compisne o .

were encoded using the AQC algorithm, which will beWhere, Q represents the quantization step, iQ the
explained in more detail in the next section. number of quantization levels,B Max(B()) and B,

An algorithm for colour image compression was= Min (B(xy)) where B(,) is a block with (mxn) pixels
presented in (Wangt al., 2009b). This algorithm and B(x,ylin (1:n:R,1:m:G,1:Z)l, represents the
generated a luminance bit map to represent the edggtensity values of the input image and® and Z is
information, with three additional bits to represéme  the size of the input image.
differences between luminance (Y) and the three
channel colors. ; ; ;

. . . . * The bit plane (B of each block using a multi-level

The blocking artifact that was introduced using a . ' : i
conventional BTC was reduced by diffusing the quantizer can be figured according to Eq. 2:
guantized error into neighboring pixels. This aition
was implemented by (Guo, 2008) and was aB,(x.¥)=[(B(x,y)-B,)/Q] (2)
combination of an ordinary BTC and modified Error

Diffusion (EDF). Finally, an improved and |ess  The encoded bit stream includes a bit plane,
complex BTC algorithm was presented using a Lookyyantizer step and the minimum of each block.
Up Table (LUT) dither array. This algorithm was named According to the previous description, the restltzin

ordered dither BTC (ODBTC) by (Guo and Wu, 2009). ate in bits per pixel of a grey scale image can be
The current study introduces two intensity basecLomputed using Eq. 3:

adaptive quantization coding for colour image
compression. The first model takes into considenati . .
the different intensity variation of image regiot®  gipate (Bits *Bit,)
reduce the bit budget for the compressed image. The mxn
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where, Bit is the bits required for the quantizer step and {p, Bn,Bp-Qs} if(L,~L o) >0

Bitn is the bits used for encoding the minimum atle L (x.y) =

block (typically 8 bits). As an example, in the ead a

grey scale image with (512x512) pixels with a blotk

(4x4) pixels, the resultant bit rate will be 3.8185p  where, Ly and L, are any two successive quantization

for an 8 level quantizer . levels in the block G{2, log, Q.}, {..} is a set of
This algorithm outperformed the BTC algorithm parameters and the fle®1{0,1}and 3is an adjustable

from a performance and quality point of view, butparameter which represents a threshold; it is aobet

had a higher bit rate than the BTC algorithm (Wangthresholds for each colour {&,B;} . The encoded bit

(4)

{p B } otherwise

1= n

etal., 2009a). stream for low and high variation blocks for ditfet
gquantization levels is shown in Table 1.
Proposed algorithms: We will present two intensity The bit required for the quantization step was

based adaptive quantization coding for colour imageomputed using Eq. 5:

compression. The proposed algorithms aim to reduce

the high bit rate of the adaptive quantization 8icg, )

whilst keeping the quality of the compressed image Biteses =[109 (Max(l;;)) =109, Q] ®)
an acceptable level. The first algorithm is intgnsi

based adaptive quantization. The algorithm has beefhere, [] represents ceil function, while the nembf
named IBAQC, while the second is a combination Ofyjts required for the bit plane of high variatiolodks
DWT and an IBAQC algorithm. was computed accoriding to Eq. 6:

Intensity Based Adaptive Quantization Coding e

(IBAQC): This algorithm is a composition of AQC Bita, =(m>xn)log, Q ©)
units and an additional unit, with the aim of chagk

the intensity variation of each image block, asvahn Then the bit rate of the proposed algorithm farhea
Fig. 1. The proposed algorithm classifies each Enagimage block was obtained using Eq.7 :

block into one of two classes, low or high intepsit

variation. The high intensity variation block was (1+ Bit,)) _

encoded using an AQC coding system while the others - if(Lg Lo <0

were represented by the minimum of each block. BitRate= (L+ Bit._+Bit +Bi (1)
The input image was first divided into non- o= L 2 otherwise

overlapped block (m x n) pixels. For each block the mxn

difference between the maximum, minimum and - . . .

: g . where, Bit is the bit required for encoding the
quantizer step was computed for the specific qganti 1 inimum of each block.
that had been selected. The quantizer was selected |iis clear from Table 1 that for this case thierate
according to the target bit rate and PSNR; for RENR  can pe reduced by a rate of 72-88% from the origina
the number of quantization levels should be selete it rate for the low variation blocks. This will dece
give a good conciliation between PSNR and bit rate. the bit rate but is less effective in reducing PSNiRan

The low variation blocks required lower jjmage that contains much unchangeable scenes or low
quantization steps compared with the high variaton geviation areas.

edge blocks. To exploit this attribute for bit rate
reduction we compared the quantization step with a

. I imag Quantizer Threshold Compressed

predefined threshold. m"“f M tevel @) (th) P
The bit plane and quantization step bits of any 1! 1

block where the quantization step was less than the Computer, | Qs_<th |..
threshold were discarded and only the minimum | puitioning B, 7Y | B
intensity value of the block was encoded. The |intoblocks of i =m N v sticam
. . .. . . (mxn) pixels L > ) generation
information consisting of bit plane and quantizeaps — Qs_-th @
size and the minimum intensity value of other bck | L | e

were transferred to compose the encoded bit stream.
The process can be described in Eq. 4: Fig. 1: Block diagram of IBAQC encoder
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The threshold was predefined for each colou
plane, taking into consideration that the greendbian
the most informative band, thus its threshold weptk
lower than the other two channels to achieve goo
performance. The best results can be achieved tibgrbe
tolerance of the quantizer size and thresholds.

On the decoder side, the decoder is sensitiveeo t
flag bit. If it is in high state, the block is ckfed and

decoded as a low variation block; otherwise it is

decoded as a high variation block.
The decoding process can be represented by Eq.

Bn + BP(X'y)x Qs
B

n

ifp=1
otherwise

ldecou(xv y) = { (8)

where, lecogiS the decompressed image.

Intensity based adaptive quantization coding using

rThe 2D wavelet decomposition can be computed by
applying 6 and 7 successively to each row and colum
The wavelet filters used were chosen from differen
yvavelet families according to complexity, the numbe
of vanishing moments and other features that avensh
in Table 2 (Daubechies, 1994). The main advantdge o
the wavelet filters is they compact the energy hof t
whole image into a few coefficients. As the rate of
energy compaction increased a good performance was
achieved. The effect of these filters on the object

éidelity criteria and the subjective quality of tletput

Images was studied.

The decomposition was kept fixed at one level, as
shown in Fig. 3, to preserve the low complexitytioé
compression system as much as possible.

The coarse (Low pass) wavelet coefficients were
partitioned into (4x4) pixels. The parameters ofhea
block were computed and then classified into high o
low intensity variation blocks, by comparing the

DWT (DWT-IBAQC): The proposed algorithm qantization step with a predefined threshold.

presented in section IlI-A was used to encode the

coarse coefficients of DWT. This algorithm was ndme
the DWT-IBAQC algorithm, as shown in Fig. 2.

The input RGB colour image was first

decomposed using different types of wavelet filter.

The decomposition and down sampling process for
1D- input signal can be expressed by Eq. 9 and E
10:

o

W)= Y HEZi K] ©)
W)= Y @0.LL21 K] (10)

where, Wyig, and Wy, are the high and low output
coefficients respectively, H and L are the high &owl
wavelet filter coefficients respectively add (k)is a 1-
D input signal.

Table 1: Number of bits required for each blocketypr (4x4) blocks
using different quantizer

QL intensity variation Bjf Bit, BitQs Bitb, Total bits

- Low 1 8 0 0.0 9.0
2 1 8 7 16.0 32.0
4 1 8 6 32.0 47.0
8 High 1 8 5 48.0 62.0
16 1 8 4 64.0 77.0

Table 2: Properties of wavelet filters used in #igorithm

Filter acronym Order length low/high Symmentry \&rihg moments

Haar 1.0 2-Feb yes 1
Biot 9/7 4.4 7-Sep yes 4
Coif 3.0 18/18 near 6
Daub 9.0 18/18 no 9
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The other coefficients of fine components were
discarded in order to further reduce the bit ratedose
most of the image energy was compacted into the low
pass coefficients. The degree of energy compaetams
gpproximately the same for all wavelet filters thetre

sed in this research, except for the simplest Ifier
vhich had low vanishing moments.

The resultant bit rate was lower than that aclleve
using the IBAQC algorithm, but with a tiny redugtio
of PSNR in some cases. The other steps of compntati
of the whole bit pattern of the image under proicess
were the same as for the IBAQC algorithm.

Three factors should be considered for these
algorithms. Firstly processing time, which depeods
block size, with or without wavelet and the type of
wavelet filter. Increasing block size reduces the
processing time, while using a wavelet filter irages
time, performance and complexity. The second and
third factors are bitrates and PSNR, which areedhri
according to the type of application that the
compression algorithm is designed for.

R
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Fig. 2: Block diagram of DWT-IBAQC Codec
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RESULTSAND DISCUSSION

! . ) Fig. 4: PSNR, S-CIELAB error and bit rate for Lena
Simulation re;t_JIts. The performance_ of the _tWO colour image using AQC with different block
proposed algorithms was assessed using objectide an sizes and quantization levels

subjective fidelity criteria on several test imagdés
discussion on a sample of the results acquired beill

presented in the following two sub-sections. 35

*53‘ 30
Objective tests: Two objective tests have been used in Z )
our experiments to evaluate the performance of the £
proposed algorithms. The first one was S-CIELAB 20 A e
(International Commission on lllumination) (Zhangda celeiane "‘B’i“['r;e(*bl;;)"' A
Wandell, 1996) and (Zhangt al., 1997). While the Q21412 BRNeE2[s 6222 [s[2 2Tt 8
second test is the Peak Signal to Noise Ratio (ASNR T R
which can be computed using Eq. 11(kbhl., 2003): B, [25]15] 20 [10[15[5[10[10[5[3[5[1[5[3[3[1[1]1

255 x 3PQ Fig. 5: PSNR and bit rate for lena color image gsin

PSNR= 10l0g, =7 (11) IBAQC algorithm

2
Lk ( in(i,j,k) _Idecod(i,|,k))

where, lecoqiS the decompressed image, P and Q are the
dimensions of the image, | =1 ... P, =1...Q andl,R;3.

The tests were evaluated using 2, 4, 8 and 16
quantization levels. Some of the parameters, sisch a
block sizes, thresholds and the number of quaitizat
levels, are shown underneath each figure. Figure 4
shows PSNR, bit rate and S-CIELAB error of the AQC LOTLEY LLiLsiLd ;fn_l;(bi; ----- 3 28 3l
algorithm for the Lena colour image compressiomgsi i
different block sizes and quantization levels. S-rig 6: PSNR and bit rate for Lena colour imagengsi
CIELAB error shown in Fig. 4 has been computed for DWT-IBAQC algorithm
the error that exceeds 20 for gamma correctiorofauft
2.2. From this figure one can notice that the bhsice  Different thresholds and quantization levels wesedu
for higher PSNR was (4x4) block size and 8 quantizein this case, as shown below the figure, where Qthe
level, while for the best compromises between 4ié r number of quantization levels and Rt, Gt and Btthee
and PSNR the best choice was (4x4) and (8x8) bIOCQweshold values used for Red, Green ano! Blue colou
sizes, with 2 and 4 quantizer levels, respectivéhe channels, resp.ect|velly. The same Image = was

. . compressed using different thresholds and different
worst cases were obtained when the block d|menS|or‘®a\le|et filters, as shown in Fig. 6. The resultsaated
were (16x16), regardless of the number ofyy gaub, coif and bior 9/7 are close to each offieis is

PSNR (dB)

quantization levels. . _ because the first two filters (daub and coif) haviigh
The results obtained using the IBAQC algorithmnumber of vanishing moments, while the third filgaior
for the Lena image are shown in Fig. 5. 9/7) is symmetrical and has a linear phase property
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exceeds 20. Furthermore, the table shows that 0.2%
from the original number of pixels (512x512) in DWT
IBAQC algorithm produced an error more than 20.

As can be noticed from the previous figures, for
lower bit rates the IBAQC and DWT-IBAQC
algorithms both outperform the AQC algorithm. An
example of this is the case of 26 dB PSNR, wheee th
results obtained using AQC, IBAQC and DWT-IBAQC
were 6.2 bpp, 2.6 and 1 bpp, respectively. For some
higher bit rates the PSNR of the AQC algorithm was

Fig. 7: PSNR and bit rate for Tiffany colour image higher than the proposed algorithms.
using DWT-IBAQC algorithm

PSNR (dB)

[Q [ 2

35
30
25
20
58 6 143
| [

86 114
Bitrat (bpp)
4 [ 8

16

The results of the proposed algorithms for the
Tiffany image are shown in Table 4 and Fig. 7 for
(4x4) block dimensions. Table 4 shows a relation
between PSNR and bit rate, the number of quardizati
levels and different thresholding for R, G and Bouao
planes. It is also worth mentioning that some tesalthis
table represent a good example of appropriate pEeam
tuning (QL, thresholds for R, G and B planes).

On the other hand, there are some results (Table 4
Bold face rows) represent examples of inappropriate

Fig. 8: PSNR and bit rate for Peppers colour imagdP@rameter selection compared with the other results

using AQC with different quantization levels for

(4x4) block size

Table 3: S-CIELAB measure for Lena colour imagengsDWT-
IBAQC algorithm for different wavelet filters witgamma

correction factor of 2.2

Wavelet filters*

Bit rate (Bpp) Haar Daub Coif Bior 9/7
1.0 377.0 413.0 305.00 352.00
1.1 336.0 347.0 303.00 332.00
1.3 134.0 810.0 27.00 55.00
1.4 340.0 388.0 325.00 356.00
1.6 140.0 380.0 5.00 26.00
1.9 102.0 62.0 35.00 35.00
21 103.0 10.0 3.00 399.00
2.2 359.0 429.0 352.00 6.00
2.3 98.0 72.0 38.00 43.00
2.8 95.0 740.0 38.00 44.00
3.1 88.0 90.0 3.00 6.00
Thus, the symmetry of the bior 9/7 filter

recommended for the

best

complexity and performance, while the Haar filttre(
simplest filter) introduced low performance due it®

non-linear phase property (Qiu and Dervai, 2000 T

results shown in this figure show that for a lowirate
(1 bpp) the best block size and quantization lewele
(4x4) pixels and 4 levels, respectively.

Table 3 illustrated the S-CIELAB measure for thes.0
selected wavelet filters with Gamma factor 2.2. Séhe
outcomes represent the number of pixels when ttoe er 3.0

is
compromise between

the table. To explain this take the case pERO, G =

5, B =10 and Q = 2, which produced 3.8 bpp with
28.1 dB. While by increasing the quantization level

four with the same threshold values, (&, B;) the
proposed algorithm was gave 3.4 bpp and 29.1 dB. Th
is an example of best compromises between PSNR and
bit rate (i.e., lower bit rate with higher PSNRdwWis 3

and 4 in Table 4).

The performance of DWT-IBAQC is shown in
Figures 6, 7 and 10 for Lena, Tiffany and Peppers
colour images, respectively. These figures arddieer
bit rates and the wavelet filters had approximatbky
same performance, while for higher bit rates thss le
complex and simple wavelet filter (Haar) produced
lower performance by -2dB against the other filters

The results obtained for the Peppers image using
AQC, IBAQC and DWT-IBAQC algorithms are shown
in Fig. 8-10, respectively. In Fig. 8 the last bar
represents the worst case, which produced low PSNR
with high bit rate.

Table 4: The effect of parameter selection on tkefopmance of
proposed algorithm for Tiffany colour image comsies

Threshold Bit rate PSNR
R G B: Q (bpp) (dB)
15 10 15 2.0 2.9 27.3
15 10 15 4.0 2.4 26.7
10 5.0 10 2.0 3.8 28.1
10 5.0 10 4.0 3.4 29.1
2.0 5 2.0 4.8 28.7
5.0 2.0 5 8.0 45 30.0
3.0 1.0 3 2.0 5.3 28.8
1.0 3 16.0 5.0 29.2
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Fig. 9: PSNR and bit rate for Peppers colour image
using IBAQC algorithm with different
thresholds and different quantization levels

PSNR (dB)

05 06 07 09 10 12 15 1.7 2.1 26 3.0 34
Bit rate (bpp)

Fig. 10: PSNR and bit rate for peppers colour image
using DWT-IBAQC algorithm

]

(h)

@ (0) Fig. 12: Airplane image compressed using AQC,
- IBAQC and DWT-IBAQC with different

wavelet filters (a) Airplane Image (original)
(b) Airplane Image (cropped) (c) AQC
algorithm bpp = 6 26 dB(d) IBAQC bpp = 2.8
26.4 dB (e) DWT-IBAQC-Haar bpp = 1.1 25.7
dB (f) DWT-IBAQC-daub bpp =1.2 26.8 dB
(g) DWT-IBAQC-Coif bpp = 1.2 26.9 dB (h)
DWT-IBAQC-Bior9/7 bpp = 1.1 26.9 Db

Subjective tests: Two images are discussed to give the
reader a visual impression about the compression
performance of the proposed algorithms. The firgart
of the results obtained for the Lena image wittfS&lR of
26 dB, while the second is the airplane image cesged
at 25.7-26.9 dB. The impact of different waveltefs on
the selected images can be seen from the subsequent
Q) ) (h) figures. Figure 11 shows the visual affects of
standalone, intensity based AQC and DWT-IBAQC
Fig. 11: Lena image compressed using AQC, IBAQCalgorithms on the Lena colour image. Some blocking
and DWT-IBAQC with different wavelet artefacts can be noticed for the Lena image (second
filters (a) Lena Image (cropped) (b) AQC row, first column) due to use of a large block size
algorithm bpp=8.8 33 dB (c) AQC algorithm (16x16) with four quantization levels. While themsa
bpp=6.2 26 dB (d) IBAQC bpp=2.6 26 dB (d) PSNR and better visual impression was obtainedgusin
DWT-IBAQC-Haar bpp=1 26.3 dB (e) DWT- the intensity based algorithm and the following
IBAQC-daub bpp=1 26.7 dB (f) DWT- controlling parameters: (4x4) block size and 4 dgjzan
IBAQC-Coif bpp=1 26.7 dB (g) DWT- levels with a threshold of 15, 10 and 15 for R,r@ &
IBAQC-Bior9/7 bpp=1 26.7 dB colour planes, respectively.
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Fig. 13: Histogram of S-CIELAB error for Lena, Effy
and Airplane images compressed with different
bitrates using AQC, IBAQC and DWT-IBAQC
with different wavelet filters (a) Lena image (b)
Tiffany image (c) Airplane image

Figure 12 demonstrates the Airplane image. It ca
be seen that the bit rates obtained ranged fronbdpl
to 6 bpp. The image compressed using AQC in ttse ca
acquired high bit rate, while the best compromise
results between bit rate and PSNR from our point o
view were obtained using the DWT-AQC algorithm
using a Bior9/7 wavelet filter. The effect of waetl
filters used in the tests for this case was nehdysame
but with slightly better performance in terms ofNFS

size of images (512x512x3) pixels. The output insage
511

have been cropped in Fig 11 and 12 to give beteav v
about the blocking artifacts.

The blocking artifact is the main disadvantage of
the algorithms at lower bit rates as can be noticed
Fig. 11 and 12. Furthermore, S- CIELAB histogram
was computed and listed for Lena, Tiffany and aingl
images, as shown in Fig. 13.

CONCLUSION

Two algorithms based on BTC and AQC
algorithms have been introduced. These algorithms
were implemented to reduce the bit rate produced by
the AQC algorithm, whilst preserving image quakity
an acceptable level. The first algorithm (IBAQC)
computed the adaptive quantization attributes Far t
high intensity variation image blocks.

The results obtained showed a good reduction in
bit rate with the same PSNR or a slightly less than
PSNR acquired using the AQC algorithm. In the sdcon
algorithm we merged the energy compacting attribute
of DWT with the IBAQC algorithm (DWT-IBAQC) for
further reduction of bit rate. A different type whvelet
filter also produced a slight improvement in PSNEhw
the same or approximately the same bit rate. Fbrehibit
rate the PSNR attained by AQC was equal or slightly
higher than that obtained by the IBAQC algorithm.

Finally, the proposed algorithms introduced
flexibility in rate-distortion control by adjustinghe
input parameters, such as block size, number of
guantization levels and thresholds.
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