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Abstract: Problem statement: Artificial intelligence chatbot is a technologyathmakes interactions
between men and machines using natural languageibpms From literature of chatbot's
keywords/pattern matching techniques, potentialdssfor improvement had been discovered. The
discovered issues are in the context of keywortengement for matching precedence and keywords
variety for matching flexibility.Approach: Combining previous techniques/mechanisms with some
additional adjustment, new technique to be usedkéymwords matching process is proposed. Using
newly developed chatbot named ViDi (abbreviationVartual Diabetes physician which is a chatbot
for diabetes education activity) as a testing melithe proposed technique named One-Match and
All-Match Categories (OMAMC) is being used to tés¢ creation of possible keywords surrounding
one sample input sentence. The result for possiblevords created by this technique then being
compared to possible keywords created by previbaghot's techniques surrounding the same sample
sentence in matching precedence and matching fliéxibontext. Results: OMAMC technique is
found to be improving previous matching technigiresnatching precedence and flexibility context.
This improvement is seen to be useful for shorgmiatching time and widening matching flexibility
within the chatbot’'s keywords matching proceSsnclusion: OMAMC for keywords matching in
chatbot is shown to be an improvement over previtaghniques in the context of keywords
arrangement for matching precedence and keywontkstydor matching flexibility.

Key words: Chatbot, artificial linguistic internet computemntiy, artificial intelligence markup
language, VPbot, database management system, éxpesteprocessoryelational
database model, hypothetically

INTRODUCTION computer science with his interest in the interaed
natural language processing to produce Artificial
In 1950, mathematician Alan Turing proposed thelLinguistic Internet Computer Entity (ALICE) (Wallac
guestion “Can machines think?” (Turing, 2008). &inc 2008). ALICE that later being described as a modern
then, a number of attempt to encounter that paaticu ELIZA is a three times winner of Loebner’'s annual
guestion have been emerged in computer scienak fieinstantiation of Turing’s Test for machine intefligce
that later formed the field of Artificial Intelligeee. One  (Shah, 2006). When computer science evolves, s doe
of many attempts to visualize an intelligence maehs the chatbot technology. As for a chatbot that nted
chatbot or chatter robot. Chatbot is a technoldwgt t have a wide data storage for its knowledge-basmuds
makes interaction between man and machine usingall it “chatbot’s brain”), managing data is realy
natural language possible. First introduced bycrucial issue. Reviewing the evolving of chatbot
Weizenbaum (an MIT professor) in 1966 technology surrounding the evolving of computer
(Weizenbaum, 1966), the first chatbot named ELIZAscience technology, ELIZA stored its knowledge-base
then famously became an inspiration for computedata by directly embedding it into the applicat®n’
science and linguistic researchers in creating @&ode while later chatbot ALICE uses more advance
computer application that can hypothetically untterd  Artificial Intelligence Markup Language (AIML) whic
and response to natural human language. The hude a derivative of Extensible Markup Language or XM
breakthrough in chatbot technology came in 19930 stored the knowledge-based data (Shawar and
where Dr. Richard Wallace, an ex-Professor ofAtwell, 2007; Wallace, 2008). Then with the emergin
Carnegie Mellon University combine his background i of Relational Database Model together with Database
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Management System (DBMS) technology, came more

advance chatbots that taking advantages of it.dDa@

example is VPbot and SQL-Based chatbot for medical
2005).

application (Ohno-Machado and Webber,
Developed by Dr. Webber from Harvard University,
VPbot is a chatbot that takes advantage of a Beiti
Database Model to stored, manage and even us&fihe
language (database scripting language) to perfémren t
chatbot main process which is keywords/pattern magc
Reviewing ELIZA's keywords matching technique,
an input sentence is analyzed from left to rigrache

Find the subfolder “yesterday”. If found, try
matching all remaining suffixes minus “yesterday”.
If no match was found, try

Find the subfolder “*". If found, try matching all

remaining suffixes from the input utterance
following the first word “yesterday”. If no match

found, change directory to the parent of this folde
and put back “yesterday” on the head of the input

These processes will run recursively until theuinp

is null (all words in the input utterance have been

word is looked up in a dictionary of keywords for a processes), or until the match is found, making the
match and if word/s is identified as keywords, thenprocess to stop.
decomposition rule will apply (Weizenbaum, 1966)  As a recap, chatbot's keywords/pattern matching
(note that decomposition rule is a method used byechniques can be divided into two categories.t férs
ELIZA in the process of reassembly rule or responsgather similar to human brain incremental parsing
generation). For ALICE, its knowledge about Englishtechnique (Crockeret al., 1999) where an input
conversation is stored using a mechanism calledentence is being analyzed in a word-by-word basis
Graphmaster (written using AIML). The Graphmasterfrom left to right by sequence. Keywords can be-one
consists of collection of nodes called Nodemappersyord keywords or many-words keywords but each
These Nodemappers map the branches from each nodgord in many-words keywords must be attached to one
The branches are either single words or wildcaAds. another, forming a long keywords pattern (cannot be
convenient metaphor for AIML patterns is the file separated as e.g., one word in prefix and one word
system stored in computers that are organizeduffix separated by several words in the middle).
hierarchically (tree structure). The file systemsh@ Second is a direct match process where input semten
root, such as “c:\" and the root have some brantte#s is being analyzed for an appearance of keywords
are files and some that are folders. The foldersyin,  anywhere in the input sentence. Whole input semstésic
have branches that are both folders and files. [8aE peing treated as a one variable and available kejavo
nodes of the whole tree structure are files. Evidey in the database will scan this variable for mafthe
has a “path name” that spells out its exact pasitio principal difference between first and second témim
within the tree. The Graphmaster is organized ins first being input centered (words from input teewe
exactly the same way. AIML that stored a patteke li js being matched against keywords in knowledge-
“I LIKE TO * is metaphorically are based) and second being keywords centered (keywords
“g:/IILIKE/TO/star”. All of the other patterns thategin  in knowledge-based is being matched against art inpu
with “I" also go into the “g:/l/” folder. All of te  sentence). Despite the difference, both categories
patterns that begin with “I LIKE” go in the suggested the same paradigm for matching process in
“g:/IILIKE/" subfolder. So it's like the folder which only one keywords is needed in order to &igg
“g/IILIKE/TO/star” has a single file called the respective response. One keywords in this gbnte
“template.txt” that contains the template (Shawad a means one word, phrase or even sentence for one
Atwell, 2007; Wallace, 2008). keywords set (not a collection of word, phrase or
Following Graphmaster rules, A.L.I.C.E pattern sentence). However, there is an augment regartiiag t
matching process can be described as follows #iet s matter by VPbot's keywords architecture/design. In
the input utterance first word is “yesterday” areet VPbot, author can assign several keywords (maximum
AIML is described as file system architecture with Of three) in the same keywords set. All keywordghini
folders and files): the same set must be matched in order to trigger th
respective response (Ohno-Machado and Webber,
- i 2005). Using the second category of keywords
* From template file in the root folder, find a match matcr)ﬂng teghnique, all keywordgs zan be mated
pattern. If no match was found, try . anywhere in the input sentence and as long as the
* Find the subfolder “_". If found, try matching all keywords is in the same set, VPbot will matchedF
remaining suffixes from the input utterance the issue of precedence over which keywords is more
following the first word “yesterday” (the whole accurate, longer keywords appear to have the top
input utterance). If no match was found, try priority justified by long keywords set will only atch
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a very specific phrase, while short keywords sdt wi OMAMC technique comprises of two components
match a larger range of possible input queries @@hn that correlated with each other. The two components
Machado and Webber, 2005). are (1) keywords arrangement for matching preceslenc
and (2) keywords variety for matching flexibility.
MATERIALSAND METHODS Describing the fundamental idea of OMAMC, each

response in ViDi's knowledge-based is designed to

To test the proposed technique of One-Match anghaye an infinite number of keywords sets associated
All-Match Categories (OMAMC), we had designed and i ejther One-match or All-match category. Each

developed a new chatbot named Virtual Diabetesr< : : ;
e . - eywords set in One-match category contains single
physician (ViDi), a web-based chatbot that funcsiom keywords that can be in a form of one-word or

the specific domain of Diabetes education. Takingman _words keywords (a single word or a phrase)
advantage of Relational Database Model approach, we y Y g P

redesign the whole architecture of chatbot's keyisor wh|le_ each keyworqls set in AII-match_ catqgor,
by incorporating the proposed technique into it. ipcontains more than single keywords as in VPbot's
technical details, ViDi is being coded using Hyp&tt keywords design.

Preprocessor (PHP) programming language together,
with  Asynchronous Javascript + XML (AJAX) &
technology which contains Hypertext Markup
Language (HTML), Cascading Style Sheets (CSS), =
XMLHttp Request (XHR) and Document Object Model ™
(DOM) being accessed via JavaScript. Figure 1-3 .

00 . vBrain 2.0

+ Synonyms, Root-Words, General-Words, Chat Log +

shows ViDi's Ul (User Interface) design. Fig. 1as o e Eaitn
chatting Ul for users while Fig. 2 and 3 are knaige-
based (responses and keywords) management U e
known as vBrain (developed for authors). Note that ==
ViDi is a Bahasa Malaysia human language chatbot s e o
(Lokman and Zain, 2010a) and that being the case, e s e bn oo s :
contents presented in each Ul are mostly originated el e
from this language. s ,
® 00 http:// i.com - Virtual Diabetes Physician (ViDi) = el
D
- PENAFIAN - Fig. 2: vBrain-managing ViDi's response

Selamat datang ke laman “Virtual Diabetes Physician (ViDi)", penasihat bagi penyakit
Diabetes/Kencing Manis. Berbuallah dengan ViDi bagi mendapatkan maklumbalas berkaitan
Diabetes. Masa beroperasi bagi ViDi adalah 24 jam sehari. 000 —

PERHATIAN : ViDi hanya dapat berkomunikasi dalam Bahasa Malaysia baku sahaja

(tanpa loghat mana-mana negeri atau daerah) +Synonyms, Root Words, General-Words, Chat Log +

Simbol yang tidak dibenarkan ditaip adalah : # & +| * | el

KEYWORDS to trigger response : Terdapat pelbagai gejala/simptom Diabetes antaranya kerap dahaga, kerap kencing, selalu

. " i i berasa lapar, keletihan, kerap terkena jangkitan, susut berat badan secara mengejut, kebas pada tangan/kaki, kabur
ViDi : Hai. Sila kemukakan soalan anda berkaitan Diabetes. Saya akan cuba pargiain don sebagairya, Ing sava tkan dengon o b ek ik ik,
menjawabnya. (sila taip *petunjuk bagi mendapatkan contoh/cadangan) teruskan dengan soalan berikutnya)
Prev MalchId 4 Next  Category: disbetes  Type:Q  Extension:24  Prerecuisite: 8,41,3,5,3

Anda : apakah risiko2 penyakit diabetes?
ViDi : Terdapat pelbagai risiko atau komplikasi dari Diabetes. Antaranya ialah buta, Responses with same "Match Id" and "Category” therefore same keywords
penyakit buah pinggang, dan luka yang lambat sembuh.

ViDi : Ingin tahu lebin lanjut tentang kompliasi Diabetes? (jika tidak, teruskan dengan One:Match keywords

soalan sebagai contoh: Diabetes?)

Anda sedang menaip ..

masa idle = 86 saat All-Match keywords

X

2-apa, gejala, diabetes
3-bagaimana, kesan, diabetes.
4-gejala, diabetes

Klik sini untuk menyumbang perbualan anda dengan ViDi bagi tujuan penyelidikan
MULAKAN PERBUALAN BARU DENGAN ViDi S —
Done
Fig. 1: ViDi chatting interface Fig. 3: vBrain-managing ViDi's keywords
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The different is that ViDi's All-match keywords haa  Table 1: AIML result

limit over how many keywords can a single set have YESTERDAY MY

(VPbot limitation is three keywords for each singét). (B:EEEJ HURT

Therefore, All-match keywords can be in a form of * MY CHEST HURT

combination between a single word and a phrase, BADLY

producing either multiple one-words keywords, MY CHEST HURT

multiple phrases keywords or both one-word/s andPaem> ,\/Els\'?"():"HYEST HURT * <pattern>
phrase/s keywords in the same single keywordd-set. MY CHEST HURT

both OMAMC, each keywords set will be stored as a * CHEST HURT BADLY

single variable. Therefore for All-match categohatt CHEST HURT BADLY

CHEST HURT

can have multiple keywords within the same seth@ut
need to put a symbol of commas (“,”) to separatthea _

keywords. For matching process, One-match '%aesﬁozravlpbm result Keyword 2 Keyword 3
considered to be an exact-match process where svord(esrerpay

and its location must be the same as in the inpuly cHeST

sentence, while All-match is considered to be &aHURT BADLY

flexible-match where word’s location is a flexible Yi[S)IERDAY MY CHEST HURT
factor. Same as VPbot's keywords_ matching techmql_JesESTERDAY MY CHEST HURT
if each All-match keywords within the same set iSmy CHEST HURT BADLY

matched, it will then trigger the response. Theusege MY CHEST HURT

location of the keywords can be different betweea t m¢ g:EgHURT EG%Y

set and the input sentence. As example, first aodral CHEST HURT

keywords in the set do not have to be in the samenesT HURT BADLY
sequence location as in the input sentence (inninet ~ CHEST HURT
sentence, the second keywords can came first biéfere CHEST HURT BADLY
first keywords). CHEST HURT
Looking back to the two components of OMAMC
(keywords arrangement for matching precedence an&gPle 3: OMAMC result
keywords variety for matching flexibility), keywosd —opertat . CHEST HURT BADLY
arrangement for this technique is designed based owv CHEST HURT BADLY

keywords precedence that is as in literature, long)’ CHEST HURT

I-match
keywords over ;hort keywords (note that the !e@th Keyword 1 Keyword 2 Keyword 3 Keyword 4 Keyword n
keywords is defined by total count of words withie ~ YESTERDAY MY CHEST HURT BADLY
. ible- i YESTERDAY MY CHEST  HURT BADLY
set) and exact match over flexible-match (generchY CHEST HURT BADLY
keywords) that is One-match over All-match. Foryy CHEST HURT BADLY
keywords variety, OMAMC technique had expanseMY CHEST HURT

VPbot's technique on generic keywords by making nog:Eg EHE; BADLY

limitation on the number of keywords that can becHesT HURT BADLY
associated with a single set. CHEST HURT

RESULTS DISCUSSION

Table 1-3 will demonstrate results for the same  Presented results are possible keywords database
sample of input sentence being converted into sgverfor three separated keywords storing technique. The
possible keywords sets using Graphmaster-AlMLfirst issue to be analyzed is precedence. For Alkith
technique, VPbot technique and OMAMC techniqueGraphmaster component, precedence for keywords goes
presented by three respective tables. Note thajly atomic categories (exact-match), then default
keywords variations for each technique can be moreategories (pattern with wildcard/s) and later reive
than as presented but given the purpose of an@yzincategories ~ (symbolic ~ reduction, ~ synonyms
the capability and limitation for each techniquects  replacement). To be noted that in AIML, longer
variations is considered to be not essential. Th&eywords will not affect the precedence level. For
sample input sentence is “Yesterday, my chest huryPpot, all keywords will be matched first before
badly”. precedence analysis is being done.
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VPbot precedence goes by specific instance oveechnique is proposed to enhanced ViDi's keywords
generic response (exact-match over flexible-match)matching technique in the context of keywords
variation with low total weighs over high total \wbis  arrangement for matching precedence and keywords
(symbolic reduction, synonyms replacement) andr latevariety for matching flexibility. Presented resuliad
total string length (longer string over shorterirgl).  discussion had demonstrated the result in using thi
For both techniques, exact-match is consideredeto btechnique against previous techniques, showing
the highest precedence over all keywords. As sich, improvement in keywords matching precedence and its
OMAMC technique, exact-match keywords is treated inflexibility in the process.

a totally different category from generic keywords Other area in which OMAMC technique can be
(flexible-match) with One-match being the exact-chat implemented is in Information Extraction (IE)

and All-match being the flexible-match. Being in application. As proposed by Christy and Thambidurai
different group, if algorithm finds a match in One- (2008), additional algorithms can be useful in
match category, then All-match category will not beperforming IE process. Using OMAMC technique
processed. This scenario will result on the elimd™ |ogic, input keywords from user can be transformed
of redundant matching time for less precedencgni, several keywords varieties (in respect to OMBM

keywords if more precedence keywords had already,rmar in order to make retrieval process reshétge
matched. Next if no match is found within One-matchthe value of precedence (based on the matched

category, - then algorit_hm_ will ‘proceed to gene_rickeywords categories). This value later can be dsed
keywords category, which is All-match category. it results representation. Computer hardware proagssin
strong argument by VPbot that longer string length

have more precedence over short string length, Onea_lgonthms also had involved in string matchingquess

match and All-match keywords had built in attachedalgOrlthms (Raju and Babu, 20(.)7)' In this afea“'m
variable name “wordCount” to encounter this issme. '€S€arch can be done into making the two categofies

each category according to precedence (One-magch th OMAMC being process in two different string maching
All-match), wordCount will be among the first to be &lgorithms with One-match category being directly
analyzed in order to avoid unnecessary matchingnatch without preprocessing phase and All-match
process. That is if a match is found, wordCounttfiat ~ category being match with preprocessing phase
keywords will be hold as a benchmark for stringgin ~~ (because the flexible matching process of generic
Therefore, algorithm will not process keywords with keywords). Differentiating these two processes @oul
less count of words than already matched keyworddgsult in (1) faster processing time by the logiattAll-
eliminating the need for unnecessary matching m®ce match category did not have to be matched if One-
for keywords that eventually will not be used. match category already found a match and (2)
The second issue to be analyzed is matchingnaintaining matching flexibility for generic keywds
flexibility, which is created by generic keywords category (All-match category) while still concergithe
technique. AIML did not have the support for geaeri processing time for exact match keywords category
keywords while VPbot had the limit of maximum three (One-match Category)_ From interconnectivity betvee
keywords for each set (keywords 1, 2 and 3). Fér Al oMAMC and other areas of computing, it can be said
match category, generic keywords had no limit iotqu  that OMAMC technique is also and could be useful in
(keywords 1 to n). Same rule as VPbot is applieéreh  many areas despite the original design purposedsha

all keywords within the same set must be matched g, 1o ysed of keywords matching process in chatbo
order to trigger the response. As shown in Result§echnology

section, more quotas on generic keywords can pemtiuc
more keywords variety for matching flexibility.
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