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Abstract: Problem statement: The most dangerous insect for the existence ahpedes in entire
world is Red Palm Weevil (scientifically named Bgnchophorus Ferrugineous, Oliveir). The
proposed research is conducted to develop an fidatittn system for Automated Wireless Red Palm
Weevil Detection and exterminated. The core idethefproposed research is to develop software that
can utilize image processing and Artificial neuratwork techniques to identify Red Palm Weevil and
distinguishes it from other insects found in palmes habitatApproach: Images are taken and
processed with image processing techniques. Aftelsyartificial neural network is used to recognize
the presence of Red Palm Weevil in an image. Twiterént feed-forward supervised learning
algorithms of Artificial neural network are used.j.scaled conjugate gradient and Conjugate Gradien
with Powell/Beale Restarts Algorithms. Differenttificial neural network sizes are tested using both
algorithms and are compared to find an optimal rittgm and network. The training, verification and
testing of the Artificial neural network is acconsbled by using a database of 319 images of Red Palm
Weevil and 93 images of other insects which arallystound around palm trees. Images are randomly
selected from database for training, verificationl aesting with a fixed percentage of 80, 10 and 10
respectively. Training for every selected set affquration is repeated 10 timeResults: The best
results for scaled conjugate gradient Algorithrobgained by three layers ANN consuming 221 sec and
167 Epochs while its average success in identificadf Red Palm Weevil and other insect is 99 and
93% respectively. On the other hand, best perfocaai Conjugate Gradient with Powell/Beale Restarts
Algorithm is observed by using three layers ANN ethtonsumed 183 sec and 109 Epochs for training
while its average success in identification of Realm Weevil and other insect is 99.5 and 93.5%
respectively.Conclusion: It is gleaned out that 3-layers Artificial neuragétwork using Conjugate
Gradient with Powell/Beale Restarts Algorithm faed-forward supervised learning is optimal for
identification of Red Palm Weevil.

Key words: Red palm weevil, automated recognition systemfi@ei neural supervised learning,
neural network, scaled conjugate gradient, conpugaadient with powell/beale restarts,
insect recognition

INTRODUCTION Northern America (Greenspace Team, 2010; CISR
Team, 2011). The main reason for spread of RP\heis t
Red Palm Weevil (RPW), scientifically known as transportation of the infested plants from infecieeas.
Rynchophorus Ferrugineous (Olivier), is one of the most The major prey of RPW is young palm trees below
destructive insect for palm trees in entire woFldstly, it ~ the age of 20 years (Abrahash al., 1998; Nirula,
was identified in earlier 20th century in Southemmd  1956). Its life cycle varies from 45-139 days and
Southeastern part of Asia (Lefroy, 1906; Brand,7)91 depends majorly on geographical and environmental
Afterwards, its presence was established in Middlesurroundings. RPW life cycle is usually spent iesile
Eastern part of Asia as well as in Northern pai\foica  trunk of palm tree (Faleiro, 2006; Durahal., 1998;
and Europe (Buxton, 1920; Abrahatral., 1998; Murphy and Briscoe, 1999). Its life cycle is divitimto
Al-Ayedh, 2008). By the end of the 20th century, VRP four stages: egg, larva, pupa and adult as shovngin
was spread to Australia (Zhorgy al., 2009; Faleiro, 1. The reproduction process for RPW is fast because
2006). In 2010, it was discovered in Western pafts females lay eggs for the entire year. RPW remains
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inside the trunk of palm tree for several genereitll ~ achieve the automation of this process is by
the infested tree is hollow from inside and deddus[ incorporating wireless image sensor network inte th
it is difficult to be traced from the outside ofetlree. traps. The automated system may perform the task of
Afterwards, RPW emerges from dead tree and target@king the images and analyzing the presence of RPW
the neighboring palm trees. traps. Different traps communicate with each otlsng
Mostly, the existence of the RPW is traced atrlatewireless sensor network and provide the collected
stages when tree is significantly damaged and ddreo information to the decision maker. Use of wirelssssor
saved. Thus, infested palm trees are needed to Metwork is already established in the field of Agtiure
exterminated to prevent spread out of RPW and sawBurrell et al., 2004), poultry (Muradet al., 2009),
neighboring palm trees. Integrated Pest Managemendustry (Jaret al., 2010).
(IPM) is reported to be the most successful metiaod Some automated systems for identification and
control and manage RPW (Abrahaal., 1989). The recognition of different insects were found in riitiure,
essential component of IPM are: early stage detectf ~ such as Automated Bee Identification System (ABI)
RPW and its treatment, RPW trapping, eradication ofArbuckleet al. (2001) for identification of Bees; Digital
infested palm trees, proper cutting of fronds, catsl  Automated Identification System (DAISY) by Watsein
infections treatment in palm trees, training andoating  al (2004) for identification of Ophioninae; Automated
farmers and agriculture related personnel (Falep06). Insect  Identification  through  Concatenated
The early detection of RPW attack plays a pivotalHistograms of Local Appearance System (AIICHLA)
role in success of IPM and is accomplished byby Larioset al. (2007) for identification of Stonefly
observing symptoms explained in (Abrahasn al., larvae; Species ldentification Automated and Web
1998). These symptoms are checked by the regulakccessible System (SPIWA) by Dat al. (1999) for
survey of the field staff. The field staff may ugeual identification of Spiders); a software system
techniques (Abrahanet al., 1998), Digital Signal developed by Al-Saqest al. (2010) for identification
Processing techniques (Al-Manie and Alkanhal, 2005)of Pecan Weevil.
Endoscope technique (Hamad and El-Faith, 2004), odo

technique (Nakasht al., 2000), to detect the presence .
of RPW. It is pragmatic after analyzing the above

techniques that they are time consuming, laborang

field staff's skills dependant. However, an impoftta

component of IPM is RPW trapping which is repotted

have higher success rate and lower dependencyelon fi
staff's skills. These traps need to be distributedhe
entire farm and surveyed regularly. The other usefu
aspect of using traps is to know the scale of RpWesl
in the area and take appropriate decisions acaydin
Traps are used in different designs in differeartgp
of the world such as upright bucket trap (Fale?@06),
inverted bucket trap (Faleiro, 2006; Faleital., 1998),
fabricated plastic trap (Faleiro, 2006). The cavacept
of the design of the trap is to have a closed raxgérior
container, having holes on the sides as showngnZi  Fig. 1: Four stages of life cycle of Red Palm Weevi
to keep the bait which consists of insecticide rphmne
and food for RPW. The holes on the container sthee
purpose of entrance for RPW while the rough exterio
makes it similar in appearance to the natural
environment. Their inspection and maintenance is a
laborious task but requires low skilled field stafhe
recommended trap density is 1 trap/ha to 2 traps/ha
(Faleiro, 2006; Sorokett al., 2005).
With the advancement in the technology, this

Ege

Pupa with cocog,

Larva

laborious task of inspection and maintenance can be ke

replaced by an automated system where field ste§d
not visit each trap for inspection. One possibleywa  Fig. 2: Traps (Russel. IPM)
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First step for the development of Wireless The output depends on the value of input, their
Automated System for Red Palm Weevil Detection andveights, bias and the transfer function.
Control is to develop a recognition system for RRKV. In ANN, many neurons are connected with each
(Al-Sager and Hassan, 2011), an algorithm was megpo other to make different combinations. Usually the
to identify RPW based on digital image processingneurons are connected in the form of separate dayer
techniques. The aim of this research is to intredam  These layers are classified as Input layer, Oultper
alternative approach that would outperform the jpiewv  and Hidden layers. Input layer is the one whereutieip
system in terms of efficiency and time consumption. are applied while output layer is the one from vehidne

Artificial Neural Network (ANN) is a well known output can be derived. Hidden layers are the layers
technique for object recognition applications. Thiswhich are in between the input and output layefSNA
technique is used in many applications such asi&pec is commonly used in Feedforward architecture where
Identification Automated and Web Accessible Systenflow of information in layers of neurons is fronpiat to
(SPIWA) proposed by Det al. (1999) for identification  output. The other ANN architecture is Recurrent rghe
of Spiders, Automatic Algae Identification SysteWA(S)  information may flow in loops or in both directions
proposed by Balfooret al. (1991) for identification of An interesting feature of ANN is training, where
algae (1991), Pollen Identification and Classifmat network is introduced to the inputs and/or outpars
System (PICS) proposed by Franeeal. (2000) for  run the algorithm to change the weights of the iami
identification of Pollen, Face Recognition Systemthe neurons till the optimal solution is achievexh
proposed by Liret al. (1997) for identification of Face efficient solution depends upon many factors sush a
(1997), Human Classification System proposed byteGut |earning type, learning algorithm, training dataymber
et al. (2000) for identification of gender, ethnicitydan of hidden layers and number of neurons in eachrlaye
Human face pose. An efficient solution needs optimal combination adf

The aim of this research is to develop softwarethese parameters. The usage of ANN remained limited
based on ANN and image processing techniques thaill mid of 1980s. In 1986, Backpropogation Algdwit
can be used to recognize RPW. This system shoulgias introduced for learning which revolutionizea th
also be able to distinguish RPW from other insectsysage of ANN in solving the  problems
which are normally found in habitat of palm treisl  (Rumelhartet al., 1986; Gonzalez and Woods, 2002).
system needs to be efficient in results and fast irSeveral training algorithms were introduced based o

processing response. Backpropogation Algorithm which were aimed to
improve its performance such as Conjugate Gradient
MATERIALS AND METHODS Algorithm  (Charalambous, 1992),  SuperSAB

(Tollenaere, 1990), Decoupled Extended Kalman IFilte
For object recognition, Artificial Neural Network Training (Puskorious and Feldkamp, 1991), Marquardt
(ANN) is considered to be performing efficiently as Algorithm (Hagan and Menhaj1994), LevenBerg-
compared to other techniques in most of the scemari Marquardt Algorithm (Lera and Pinzolas, 2002).
Learning process of ANN is categorized in three
Artificial neural network: Neural Network (ANN), modes which are: Supervised, Unsupervised and
also known as Neural Network (NN), is developed byReinforcement. Object recognition uses supervised
getting inspiration from the working of human brain learning where set of data comprising of inputs and
ANN is nonlinear statistically data modeling teadue  outputs is provided to network for learning. Thegéx
to model the complex relation between input anghoiut and variant the training data is, the efficient sléution
or to find pattern in the data. A single neuron t&n will be. Once the network has been trained then any
represented mathematically as: input can be provided to the network either used in
training or not and network is expected to recogie

n pattern and gives the output.
y:f(;wixi+b] @) Object recognition problems cannot be usually
resolved by single layer network and needs multiple
Where: layers in hidden layer. This complexity was desedlib
x = Input by using the XOR gate which cannot be resolved by
w = Weight single layer of network (Minsky and Studyt, 1988).
b = Biasto neuron Feedforward supervised network architecture is Ipost
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used with variant of Backpropogation Algorithm to Insect’s database:For the better performance of the

solve the object recognition problems (Gonzalez andANN., it is recommended to have large and varied
Woods, 2002). The literature review suggested thara'”'ng data. For this purpose, RPW were collected
scaled conjugate gradient Algorithm and Conjugaterom infested farms. The collected RPW varied iresi

: . . age and gender. The other insects were obtained fro
Gradient with Powell/Beale Restart Method Algorithm ./ .cam of insects of King Saud University. The

performs well in object recognition applications selection criterion for other insects is their reb&ance
(Johanssoret al., 1991; Moller, 1993; Powell, 1977; to RPW and their existence in the habitat of pated.
Bealeet al., 2010). The details of other insects are provided in Tadbl€he
In ANN, Conjugate Gradient Algorithms provide collection of the insects comprised of 326 RPW 88&d
solution for the slow convergence of Backpropogatio Other insects belonging to 20 different families.
Algorithm (Moller, 1993). The weights in the ANNear . ) .
adjusted by steepest decent direction inimaging system: Imaging System used for image

; : ; ; ; isition consists of camera, illumination boxdan
Backpropogation Algorithm while in Conjugate acquistti X L )
Gradient Algorithm; search for optimal weights is processing unit. The camera used is 9.1 MP 20xajpti

) N . zoom Sony Cybershot DSC-HX1, which has the ability
performed along conjugate direction. This helps thg, goot at the rate of 10 frames/sec. The sizthef

network to converge faster and trained in shoitaet images taken was of high quality of 3456 x 2592 |six
Conjugate Gradient Algorithms has different typed & | ater, the size of the images was reduced to 1%80x
two of them used in this research are discussemhbel  in order for ANN to perform efficiently with lower

number of neurons.
Conjugate Gradient Back propagation algorithm The dimensions of illumination box were 67 cm
with powell/beale restart (CGB): It starts with finding (Length) x 46 cm (Breadth) x 25 cm (Height). It
the steepest decent direction at its first iteratike all ~ consisted of 3 Philips TL RS 20W/54-765 lamps. On
other Conjugate Gradient Algorithms. Similarly, all top of the illumination box, an opaque white-glass
Conjugate Gradient Algorithms need to periodicallycover of thickness 0.31 cm was fixed. For processin
reset its steepest decent direction. The standzind pf ~ Simulations, a DELL computer having model Optiplex
restart is the point where number of iterationsgsial 780 with Intel Core 2 Duo E8400 3.0 GHz processor
to the number of unknown parameters. To improve th@nd 4 GB RAM was used. The software used was
efficiency of the Algorithm, Powell extended thetwo MATLAB® Version 7.9.0.529 (R2006a).
of Beale and proposed that restart should occumwhe _'Use‘“s were prepared befor_e taking images. The
the orthogonality between current and previous igrad Foofletlsoer:ﬁb(l); ﬁ?\ﬁr]le%ﬁs(gcigl;gfti?a"}ieCtg ;Vrr?ri??;
s left to a very little amount (Powell, 1977). $his of the insects talgen by the imagi%g gs.ystempare eh?)w
checked by the following condition to reset theepeest in Eig. 4
decent direction: g4

Table 1: Other insects for experiments

lor—g. kallg fi 2 Scientific name (Family/order) Quantity
Calosoma Chlorostictum (Carabidae/Coleoptera) 5
Where: Gryllus Bimaculatus (Gryllidae/Orthoptera) 10
_ . Conocephalus Conocephalus (Tettigoniidae/Orthoptera 5
a = FaCtO_r of reset/ rESta':t while Gryllotalpa Gryllotalpa (Gryllotalpidae/Orthoptera) 3
g = Gradient and subscript Gryllotalpa Africana (Gryllotalpidae/Orthoptera) 5
n = The gradient index Oryctes Nasicornis (Scarabaeidae/Coleoptera) 13
Cybister Tripunctatus Africana (Dytiscidae/Coleap)e 5

. . . Scarites Eurytus (Carabidae/Coleoptera) 3
) Th|s method use line search routine for each_anelater Motodenta (Elateroidealgoleoptera) 5
iteration. Mlabri Tenebrosa (Meloidae/Coleoptera) 3
Hyles Lineata Livornica (Sphingidae/Lepidoptera) 5
Scaled Conjugate Gradient algorithm (SCG):ThiS Coccotrypes advena (CurcuIi(_)nidae/CoIeoptera) 3
. . S Gnopholeon Sp. (Myrmeleontidae/Neuroptera) 3
algorithm is proposed by Moller (1993) to avoid ¢im Blepharopsis Mindica (Mantidae/Mantodea) 2
consuming and computationally expensive line searclnax Sp. (Aeshnidae/Odonata) 3
routine for each iteration and uses model-trustoreg éy'_i_cloga HOtt(epntOfah(_/l\_%thOg‘OgdaE/H§’me“°Pfefa) 45
. . oikiloderma (Pampbhiliidae/Orthoptera
approach. It is .also reporteq to be wqumg fasian Lophyra Sp. (Carab‘?dae/Coleoptefa) 5
the other Conjugate Gradient Algorithms but takeSscarabaens Sp. (Scarabaeidae/Coleoptera) 3
more number of iterations (Epoch) (Moller, 1993). Cerceris Rybyensis (Sphecidae/Hymenoptra) 3
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Table 2:First stage results
- - layers Neurons in layers  Algorithm Result
y 2 100, 1 CGB, SCG Fail
2 200, 1 CGB, SCG Fail
2 400, 1 CGB, SCG Fail
2 600, 1 CGB, SCG Fail
Fig. 4. Sample images of RPW and other insects 2 1000, 1 CGB, SCG Fail
3 50, 50, 1 CGB, SCG Success
. . 3 80, 50, 1 CGB, SCG Success
ANN parameters: Firstly, all the images were ;3 100, 20, 1 CGB, SCG Success
converted into matrix form. Each image was3 100, 25, 1 CGB, SCG Success
represented by the matrix size of 154x160 (rows X3 120, 25,1 CGB, SCG Success
columns). Each 2 dimensional matrix was then 100,50, 1 CGB, SCG Success
. . ) 120, 50, 1 CGB, SCG Success
converted to a column matrix having size of 24640x13 150, 25, 1 CGB. SCG Success
All the collected images were converted into column3 150, 50, 1 CGB, SCG Success
matrix and were combined in a single input matrix oi 128’ 188’ éo . %(C;;% ?3%% SSUCCGSS
i 1 , , , y uccess
size 24640 x 419. A row matrix was also created tg 200, 100 50, 1 COB. SOG Succe

record the result of each column of input matrixihg
the size of 1x419. Value of ‘1’ and ‘0’ were used t
represent RPW and other insects respectively foh ea
column of the input matrix.

The training simulations were performed in two
steps. In first step, different networks were teste
explore the possibility of solution provision byeth.
Each network was trained thrice. In second steg, th
selected networks from first step were trainedid®$
for detailed analysis. The collected images wevaldd
into three parts with the following ratios:

In the proposed research, the research focusis th
recognition of RPW thus Type-ll error plays more
critical role than Type-I error. Type-Il error igstribed
as inefficiency of the system while Type-l error is
described as false alarm or in other words, it ban
described as over sensitivity of the system to RPW.

RESULTS

The training simulations of ANN were conducted
in two stages. In first stage, different networkerev
tested with both the selected algorithms. ANN with
each configuration was trained thrice and obseraati
were recorded to find the possibility of existerme
solution. After analyzing the results of first stacps

The distribution of images for each of these partpresented in Table 2, six networks were selectenh fr
was done randomly before the start of each traininghe solution providing networks as mentioned irddal

Training data: 80% = 335 images
Validation data: 10% = 42 images
Testing data:  10% = 42 images

while the distribution ratio of images remained stamt
for the all the trainings. Different networks werained
with different layers with different number of neus

in each layer using both selected algorithms. The

training completion criterion was dependant
validation check only. If the validation check doest
improve for 50 epoch then training was terminatidl.
functions used in the network were hyperbolic tartige
sigmoid. The acceptance rate of pattern match wps k
at above 50%.

on

Error: In the proposed research, the Error is defined as

Table 2. It is observed that single hidden layenas
providing the solution and ANN needs multiple hidde
layers to provide the solution.

In the second stage of training simulation, the
Selected networks were trained with both selected
algorithms and their results were recorded. Trainin
simulation was repeated 10 times for each network
keeping the training configurations constant. Few
training simulations were discarded and had to be
repeated because of failure. The failure was duenio

of the reasons such as reaching local minima, ctenpu
out of memory, software failure.

The average result of each network's training for

false recognition. This can be a scenario when RPW poth algorithms is presented in Table 3 while testb
not recognized as RPW and is recognized as othgesults for each network for both algorithms iswhan
insect or vice versa. This error in recognition @ Table 4. For analytic and comparative study, tiseilte
classified in two classes: obtained are plotted in Fig. 5 and 6. The errossilts
for both algorithms are plotted in Fig. 7 and 8blEa5

Type-1 Error: When other insect is recognized a$\RP
Type-Il Error: When RPW is recognized as otheréhse
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Table 3: Average result for each network

Table 5: Standard deviation for each network

Time Type-I| Type-II
Network size Algorithm Epoch (mm: ss) Error (%grror (%)
50,50,1 SCG 132 2:480 7.63 0.64
80,50,1 SCG 167 3417 6.77 0.71
120,25,1 SCG 118  3:24.7 5.81 0.43
120,50,1 SCG 130 4:28.0 6.45 0.61
100,100,1 SCG 152 4:21.4 7.42 0.43
200,100,50,1 SCG 159 7:12.2 4.84 0.31
50,50,1 CGB 95 1:46.4 8.71 0.74
80,50,1 CGB 109  3:3.40 6.45 0.49
120,25,1 CGB 80 3:13.0 8.06 0.61
120,50,1 CGB 109 4:49.0 5.91 0.46
100,100,1 CGB 89 3:20.5 7.20 0.67
200,100,50,1 CGB 99 6:41.1 6.13 0.43
Table 4: Best Result for each network
Time Type-I Type-II
Network size  Algorithm Epoch (mm:ss) error (%) roen%)
50,50,1 SCG 94  1:39 4.30 0.31
80,50,1 SCG 423  9:33 3.23 0.00
120,25,1 SCG 181 5:43 3.23 0.00
120,50,1 SCG 124  3:26 2.15 0.92
100,100,1 SCG 190 6:23 2.15 0.31
200,100,50,1 SCG 128 6:50 2.15 0.31
50,50,1 CGB 81 1:38 2.15 0.31
80,50,1 CGB 195 457 2.15 0.61
120,25,1 CGB 117 5:26 2.15 0.92
120,50,1 CGB 139 5:33 2.15 0.00
100,100,1 CGB 103  4:.04 1.08 0.00
200,100,50,1 CGB 140 9:.03 1.08 0.61
Scaled conjugate gradient
600
500 B Epoch o Time
T 400
‘g 300
E IIJI

51, 50

80, 50

120, 25

120, 50

Network size

100, 100

Fig. 5: Average training results for SCG

500 -

300
200

Epoch (sec)

Conjugate gradient with powell'beale restarts

B Epoch B Time

Fig. 6: Average training results for CGB

200, 100, 50

200, 100, 50

Time Type-l Type-lI
Network size Algorithms Epoch (mm:ss) error (%@rror (%)

50,50,1 SCG 41 0:47 2.61 0.34
80,50,1 SCG 120 2:52 254 0.50
120,25,1 SCG 41 1:28 3.44 0.30
120,50,1 SCG 29 1:25 351 0.43
100,100,1 SCG 50 1:56 2.93 0.39
200,100,50,1 SCG 66 3:13 2.74 0.25
50,50,1 CGB 37 0:39 2.93 0.52
80,50,1 CGB 53 1:40 4.04 0.44
120,25,1 CGB 18 0:55 3.63 0.48
120,50,1 CGB 28 1:16 2.83 0.42
100,100,1 CGB 19 0:46 4.39 0.54
200,100,50,1 CGB 28  1:40 291 0.30
Scaled conjugate gradient
10.00
E 8.00 1
% 6.00 5.81
é 400 - u Typel
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Fig. 7: Average performance of SCG

Comnjugate gradient with powell'beale restarts

6.00
nT
4.00 ypel
® Typell
2.00
0.00

Percentage error

wy 2 = o
& 2 ~ A 3 7
=1 o = =3

d g
g € § & ¢ &8
Network size g
=

Fig. 8: Average performance of CGB
DISCUSSION

Two different algorithms i.e., Scaled Conjugate
Gradient and Conjugate Gradient with Powell/Beale
Restart, were implemented to identify Red Palm Weev
The results of Scaled Conjugate Gradient Algorithm
and Conjugate Gradient with Powell/Beale Restagt ar
plotted in Fig. 5 and 6 respectively. It can beestied
for the case of Scaled Conjugate Algorithm from. Big
that as the size of ANN increases, it takes mane tio
train the network. It can also be analyzed thattand
Epoch taken for training ANN increases sharply when
the layer is added in the network.
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The similar behavior of network is also observed i comparison of both algorithms, Conjugate Gradient
case of Conjugate Gradient with Powell/Beale Restar with Powell/Beale Restarts Algorithm consumes sort
Algorithm as mentioned in Fig. 6. Comparing graphs time and Epoch in training and has lower standard
Fig. 5 and 6, it is observed that scaled conjugat&eviation for time and Epoch. After thorough aneys
gradient Algorithm consumes longer time for traqin of all the results, it can be concluded that Coafag
the network as compared to Conjugate Gradient wittGradient with Powell/Beale Restarts Algorithm istee
Powell/Beale Restart Algorithm. for recognizing RPW as compared to scaled conjugate

The similar behavior is also observed for numbergradient Algorithm because it consumes shortenitrgi
of Epoch. Besides that, it is also observed forhbot time and Epoch and have lesser variance from ienme
algorithms, that number of Epoch is independerihef for training time and Epoch. The optimal network
time consumed for training. selected for this research is of 3 layers ANN hgvin

After plotting Errors against the network for both neurons [80, 50, 1] using Conjugate Gradient with
algorithms, it is observed that both types of esror Powell/Beale Restarts Algorithm. Its performanceswa
tends to decrease as the size of the network isesea found to be satisfactory and it recognized 99.5% of
for both selected Algorithms as presented in Fignd RPW and 93.5% of other insects correctly
8. Type-Il Error plays a critical role and is foutalbe
always below 1% for all the networks for both ACKNOWLEDGEMENT
algorithms while the less critical Type-I Error reims
below 9%. Comparing both the algorithms, it is  This project was supported by Research Center of
observed that scaled conjugate gradient Algorithmcollege of Food and Agriculture Sciences, Deanslip

provides better performance (considering both typegcientific Research, King Saud University.
of errors) as compared to Conjugate Gradient with

Powell/BealeRestartsAlgorithm. From Table 4, it is REFERENCES
observed that Conjugate Gradient with Powell/Beale

Restarts Algorithm performs better than scaledAbraham V.A., K.M. Abdulla Koya and C. Kurian

conjugate gradient for best trained networks. 1989. Integrated management of red palm weevil

It can also be observed that the best trained . L ,
: - (Rhynchophorus ferrugineus Olivier) in Coconut
0,
network is usually providing 100% success or cluse Gardens. J. Plantation Crops, Indian Society of

100% success in recognition of RPW besides progidin . ) .
above 95% success in recognizing other insectsseThe PIar.1tat|on Crops, 16.‘ 159-162. ISSN: 0304-5242,
http://userpage.chemie.fu-

results exemplifies that ANN are most suiTable for ;

recognizing RPW. Table 5 presents the standard berI|n.de/~steven/PLAC_:ROSYM/PLACROSYM-
deviation for the simulations for both algorithntisis Vil/Placrosym-Vil-session-IV.html .
observed that in comparison to Conjugate Gradigst w APraham, V.A., M. Al-Shuaibi, J.R. Faleiro, R.A.
Powell/Beale Restarts Algorithm, scaled conjugate APozuhairah and P.S.P.V. Vidyasagar, 1998. An
gradient Algorithm shows less standard deviation in  integrated approach for the management of red

errors but have higher standard deviation in timd a palm weevil Rhynchophorus ferrugineus Olivier-A
Epoch consuming to train the network. key pest of date palm in the Middle East. Sultan
Qaboos University J. Sci. Res.: Agric. Sci., 3: 77-

CONCLUSION 83. http://web.squ.edu.om/jams/index.html

Al-Ayedh, H., 2008. Evaluation of date palm cultiva

The objective of this research was to develop for rearing the red date palm weevil,
software that can recognize Red Palm Weevil, which  Rhynchophorus ferrugineus (Coleoptera:
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